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#### Abstract

We obtain an integral representation of the classical solution of the conjugation problem for the second order parabolic equation with derivatives with respect to tangent variables at the conjugation conditions. Using this solution, we construct the Feller semigroup to which there corresponds a diffusion process with a piecewise-constant generalized diffusion matrix and a generalized drifl vector.


## Introduction

In this paper, we consider the problem of construction of the Feller semigroup to which there corresponds a multidimensional continuous Markov process such that in the lower and upper halfspaces its parts coincide with given processes of Brownian motion and the behavior of the process. after its exit onto the common boundary of the given domains, is determined by two conjugation conditions given, that should be satisfied by the required semigroup. Brownian motion processes are given by their generators differential operators with zero transition vectors and distinet constants diffusion matrices. Note that the lirst of conjugation conditions is an expression of the Feller property of the required process. and the second condition corresponds to one of the versions of general conjugation condition of the Wentel type (see [1, 2]). In the considered case, the given condition is determined by a linear differential operator with constant coeffecients. that contains normal derivatives and first and second order derivatives with respect to tangent variables. This means that, among the possible extensions of the process of Brownian motion at the points of the hyperplanethat separates the upper and lower haltspaces, there is only their partial reflection acting on the normal directions along with drift and diffusion along the boundary.

The formulated problem can also be called either a problem on gluing diffusion processes or a problem of construction of a mathematical model of diffusion phenomenon in the enviromment with diaphragm $|3,4|$. In the paper, we use analytical methods for its solution. With this approach, the given problem can be practically reduced to investigate the corresponding conjugation problem for a second order
linear parabolic equation with discontinuous coefficients. We establish classical solvability of the latter problem by the method of the limiting integral equation using ordinary parabolie simple layer potential. Note also that the assumption that the coefficients of the equation and the Wentzel boundary operator are piecewiseconstant and constant respectively allow us to apply the Fourier-Laplace integral transformations to the solutions of the system of integral equations to which the initial problem is reduced.

Recall that a similar problem was already investigated earlier in [4]. However, a special fundamental solution was used therein which was constructed by the author, not an ordinary fundamental solution of a uniformly parabolic operator, as one of the kernels of the simple layer potential in construction of the integral representation of the regularized semigroup. We also distinguish the paper [5], where the problem of gluing of diffusion process is considered in martingale setting.

## 1. Notations, the problem formulation

The following notations are used in this paper: $\mathbb{R}=\mathbb{R}^{1}$ is a real line; $\mathbb{C}$ is a complex plane: $\mathbb{R}^{d}$ is a real $d$-dimensional Euclidean space of points $x=$ $=\left(x_{1}, \ldots, x_{d}\right), \quad|x|=\left(x_{1}^{2}+\cdots+x_{d}^{2}\right)^{1 / 2} ; \quad \mathcal{D}_{1}=\mathbb{R}_{-}^{d}=\left\{x \in \mathbb{R}^{d}: x_{d}<0\right\}, \quad \mathcal{D}_{2}=$ $=\mathbb{R}_{+}^{d}=\left\{x \in \mathbb{R}^{d}: x_{d}>0\right\} . S=\mathbb{R}^{d-1} \equiv\left\{x \in \mathbb{R}^{d}: x_{d}=0\right\}$ : points in $\mathbb{R}^{d-1}$ are noted as $x^{\prime}=\left(x_{1}, \ldots, x_{d-1}\right)$. such that $x=\left(x^{\prime}, x_{d}\right) ;(x, y)=\sum_{i=1}^{d} x_{i} y_{i}$ for $\{x, y\} \subset \mathbb{R}^{d}$ and $\left(x^{\prime}, y^{\prime}\right)=\sum_{i=1}^{d-1} x_{i} y_{i}$ for $\left\{x^{\prime}, y^{\prime}\right\} \subset \mathbb{R}^{d-1} ; v\left(x^{\prime}\right)=\left(v_{i}\left(x^{\prime}\right)\right)_{i=1}^{d-1}$, $v_{i}\left(x^{\prime}\right)=0, i \in\{1, \ldots, d-1\}, v_{d}=1$ is a unit normal vector to $\delta$ in the point $x^{\prime}$ directed inside the domain $\mathcal{D}_{2}$; points in $\mathbb{R}^{d+1}$ are denoted as $(t, x)=$ $=\left(t, x_{1}, \ldots, x_{d}\right)=\left(t, x^{\prime}, x_{d}\right)$, also $t$ is interpreted as time coordinate and $x_{1}, \ldots x_{d}$ are spatial values: $\mathbb{R}_{\infty}^{d+1} \equiv(0, \infty) \times \mathbb{R}^{d}, \mathbb{R}_{\infty}^{d} \equiv(0, \infty) \times \mathbb{R}^{d-1}, \Omega^{(l)} \equiv(0, \infty) \times$ $\mathcal{D}_{l} . l \in\{1,2\}$; for some fixed $T>0 R_{T}^{d+1} \equiv(0, T) \times \mathbb{R}^{d} . R_{T}^{d} \equiv(0, T) \times \mathbb{R}^{d-1}$. $\Omega_{T}^{(i)} \equiv(0, T) \times \mathcal{D}_{t} . l \in\{1,2\} ; \bar{Q}$ is a closure of a set $Q ; D_{t}^{1}=D_{t} \equiv \frac{\partial}{\partial t}, D_{i} \equiv \frac{\partial}{\partial x_{i}}$, $D_{i j} \equiv \frac{\partial^{2}}{\partial x_{i} \partial x_{j}},\{i, j\} \subset\{1, \ldots, d\}$, are operator of differentiation; $D_{t}^{r}$ and $D_{x}^{p}$ are the symbols of the partial derivative of the order $r$ with respect to $t$ and any partial of the order $p$ with respect to $x$ respectively, where $r$ and $p$ are nomengative integers: $\nabla^{\prime}=\left(D_{1}, \ldots, D_{d-1}\right)$ is a spatial gradient; $\Delta_{x}^{\tilde{x}} f(\cdot, x)=f(\cdot, x)-f(\cdot, \tilde{x}) . \Delta_{t}^{\hat{t}} f(t, \cdot)=$ $=f(t, \cdot)-f(\bar{t}, \cdot): \mathcal{C}(\Omega)(\mathcal{C}(\bar{\Omega}))$ is the set of all continuous functions on $\Omega(\bar{\Omega})$, where $\Omega$ is a subset of the region $\mathbb{R}_{\infty}^{d+1}: \mathcal{C}^{1,2}(\Omega)\left(\mathcal{C}^{1,2}(\bar{\Omega})\right)$ is the set of all continuous functions on $\Omega(\bar{\Omega})$ that have continuous on $\Omega(\bar{\Omega})$ derivatives $D_{t}^{r}$ and $D_{x}^{p}$. $r=1, p \leq 2 ; \mathcal{C}_{b}\left(\mathbb{R}^{d}\right)$ is a space of bounded and continuous in $\mathbb{R}^{d}$ functions $\varphi$ with norm $\|\varphi\|=\sup _{\mathrm{x} \in \mathbb{R}^{d}}|\varphi|$. By $\bar{f}\left(t, \sigma^{\prime}\right)$ we will denote the Fourier transform by variable $x^{t}$ of the function $f\left(t, x^{\prime}\right)$, and by $\overline{\tilde{f}}\left(p, \sigma^{\prime}\right)$ we will denote a Laplace transform by variable $t$ of the function $\tilde{f}\left(t, \sigma^{\prime}\right)$ :

$$
\overline{\tilde{f}}\left(p, \sigma^{\prime}\right) \equiv \int_{0}^{\infty} e^{-p t} d t \int_{\mathbb{R}^{d-1}} e^{i\left(x^{\prime} \cdot \sigma^{\prime}\right)} f\left(t, x^{\prime}\right) d x^{\prime}
$$

$\sigma^{\prime} \in \mathbb{R}^{d-1}, p \in \mathbb{C}_{a}$. where $\mathbb{C}_{a} \equiv\{p \in \mathbb{C}: \operatorname{Re} p>a\}$. $a$ is some nonnegative constant that is defined by a function $f$. Everywhere below $C$ and $c$ are some positive constants that do not depend on ( $t, x$ ) and as a rule their values are not important to us. Other notations will be explained as soon as they have arisen.

Let us continue with the problem formulation. Assume that in the inner points of domains $\mathcal{D}_{1}=\mathbb{R}_{-}^{d}$ and $\mathcal{D}_{2}=\mathbb{R}_{+}^{d}, d \geq 2$, that are divided by a hyperplane $\mathcal{S}=\mathbb{R}^{d-1}$. are given generating differential operators of some Brownian motion processes $L_{1}$ and $L_{2}$ respectively:

$$
\begin{equation*}
L_{l}=\frac{1}{2} \sum_{i, j=1}^{d} b_{i j}^{(l)}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}, l=1,2, \tag{1}
\end{equation*}
$$

where $b_{i j}^{(l)}$ are real numbers and matrix $B_{l}=\left(b_{i j}^{(i)}\right)$ is symmetric positively detined. Assume also that numeric parameters $\beta_{i j}, \alpha_{i} \in \mathbb{R},\{i, j\} \subset\{1, \ldots, d-1\}$, and $q_{l}, l \in\{1,2\}$, with $q_{l} \geq 0$ and $q_{1}+q_{2} \neq 0$ are given. and matrix $\beta=\left(\beta_{i j}\right)$ is symmetrical and positively delined. They will be used to deseribe properties of the diaphragm that is situated on $\mathcal{S}$ and it affects a diffusing particle only when it reaches the diaphragm. We set up a problem to investigate the existence of a Feller semigroup $T_{t}, t \geq 0$. that generates a class of continuous Markov processes in $\mathbb{R}^{d}$ such that their parts in domains $\mathcal{D}_{l}$ coincide with Brownian motion processes that are controlled by the operator $L_{l} \cdot l=1,2$.

In this paper. one such semigroup will be constructed by analytical methods under assumptions that the function $u(t, x)=T_{t} \varphi(x) . \varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right)$. is a solution of the next parabolic conjugation problem:

$$
\begin{gather*}
D_{t} u(t, x)-L_{i} u(t, x)=0, \quad(t, x) \in \Omega^{(t)}, l \in\{1,2\},  \tag{2}\\
u(0, x)=\varphi(x), \quad x \in \mathbb{R}^{d},  \tag{3}\\
u\left(t, x^{\prime}, 0-\right)=u\left(t, x^{\prime}, 0+\right), \quad\left(t, x^{\prime}\right) \in \overline{\mathbb{R}_{\infty}^{d}},  \tag{4}\\
L_{0} u\left(t, x^{\prime}, 0\right) \equiv \frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i j} D_{i j} u\left(t, x^{\prime}, 0\right)+\sum_{i=1}^{d-1} \alpha_{i} D_{i} u\left(t, x^{\prime}, 0\right)-  \tag{5}\\
-q_{1} D_{d} u\left(t, x^{\prime}, 0-\right)+q_{2} D_{d} u\left(t, x^{\prime}, 0+\right)=0, \quad\left(t, x^{\prime}\right) \in \mathbb{R}_{\infty}^{d},
\end{gather*}
$$

where $u\left(t, x^{\prime}, 0-\right)\left(D_{d} u\left(t, x^{\prime}, 0-\right)\right)$ and $u\left(t, x^{\prime}, 0+\right)\left(D_{d} u\left(t, x^{\prime}, 0+\right)\right)$ are boundary values of the function $u\left(t, x^{\prime}, 0\right)\left(D_{d} u\left(t, x^{\prime}, 0\right)\right)$ as $x$ approaches to $\left(x^{\prime}, 0\right) \in$ $\mathbb{R}^{d-1}$ from inside $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ respectively.

Note that if the semigroup satisfies equation (2) then the sought process coincides with given Brownian motion processes in $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$; also the equation (3) corresponds to the fact that $T_{0} \equiv 1$, where $l$ is an identity operator. Besides that, the formulation of the problem (2) - (5) requires that the function $u(t, x)$ and its derivatives $D_{i} u(t, x), i \in\{1, \ldots, d\}$. change continuously as it moves through $\delta$. Probabilistic interpretation of conditions (4) and (5) and proper comments were stated in the introduction.

So, we are interested in classical solution of the problem (2)-(5) that is bounded by a spatial variable and the function $u(t, x)$ belongs to

$$
\mathcal{C}^{1,2}\left(\Omega^{(t)}\right) \cap \mathcal{C}\left(\overline{\Omega_{\infty}^{d+1}}\right),
$$

and its derivatives $D_{i} u(t, x), D_{i j} u(t, x),\{i, j\} \subset\{1, \ldots, d-1\}$. exist and are continuous in all points of the domain $(t, x) \in \mathbb{R}_{\infty}^{d+1}$.

## 2. Solution of the parabolic conjugation problemand construction of generalized diffusion process

We will use a method of boundary integral equations to prove a classical solvability of the problem (2)-(5).

Theorem 1. Let the coefficients of the operators $L_{l}, l \in\{1,2\}$ from the problem (2)-(5) are real constants that construct a positively defined symmetric matrix $B_{i}$. and numeric parameters $\beta_{i j}, \alpha_{i},\{i, j\} \subset\{1, \ldots, d-1\}$, and $q_{i} . l \in\{1,2\}$, satisfy the next conditions: $\beta_{i j} \in \mathbb{R}, \alpha_{i} \in \mathbb{R}, q_{t} \geq 0, q_{1}+q_{2} \neq 0$ and the matrix $\beta=\left(\beta_{i j}\right)$ is symmetric and positively defined. Then the problem (2)-(5) has a unique classical solution for every function $\varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right)$ and next estimation holds:

$$
\begin{equation*}
|u(t, x)| \leq C\|\varphi\|, \quad(t, x) \in \overline{\mathbb{R}_{T}^{d+1}} . \tag{6}
\end{equation*}
$$

The proof of the theorem is in receiving an explicit form of the solution as a sum of Poisson potential and simple layer potential, then a respective estimates are proved. Let $g_{l}(t, x, y), l \in\{1,2\}, t>0, x \in \mathbb{R}^{d}, y \in \mathbb{R}^{d}$ is a fundamental solution (f.s.) of the equation (2):

$$
\begin{aligned}
& g_{i}(t, x, y)=g_{l}(t, x-y)=g_{i}\left(t, x^{\prime}-y^{\prime}, x_{d}-y_{d}\right)= \\
& \quad=(2 \pi t)^{-\frac{d}{2}}\left(\operatorname{det} B_{l}\right)^{-\frac{1}{2}} \exp \left(-\frac{1}{2 t}\left(B_{l}^{-1}(x-y), x-y\right)\right) .
\end{aligned}
$$

Consider the Poisson potential and simple layer potential

$$
\begin{equation*}
u_{0 l}(t, x)=\int_{\mathbb{R}^{d}} g_{l}(t, x, y) \varphi(y) d y, \quad(t, x) \in \mathbb{R}_{\infty}^{d+1}, \quad l \in\{1,2\}, \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
u_{11}(t, x)=\int_{0}^{t} d \tau \int_{\mathbb{R}^{d-1}} g_{l}\left(t-\tau, x, y^{\prime}\right) V_{l}\left(\tau, y^{\prime}, \varphi\right) d y^{\prime},(t, x) \in \mathbb{R}_{\infty}^{d+1}, l \in\{1,2\} . \tag{8}
\end{equation*}
$$

Ilere $\varphi$ is the function from (3), and density functions $V_{l}, l \in\{1,2\}$, are to be defined. Notice that dependence of densities $V_{l}, l \in\{1,2\}$ on initial function $\varphi$ from (3) will be delined in the problem by conjugation conditions (4), (5).

Let us note some properties of the potentials $u_{0 t}, u_{1 i}, l \in\{1,2\}$, that follows directly from the properties of f.s. $g_{01}$ (see $[6, \mathrm{Ch}$. IV] and $[7,8]$ ). In particular, if $\varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right)$, then the functions $u_{0 l}(t, x), l \in\{1,2\}$, satisfy eguation (2) in domains $(t, x) \in \Omega^{(l)}$. initial condition (3), and in every domain of next form ( $t, x$ ) $\in(0, T] \times \mathbb{R}^{d}$ next inequality holds

$$
\begin{equation*}
\left|D_{l}^{r} D_{x}^{p} u_{01}(t, x)\right| \leq C\|\varphi\| t^{-\frac{2 r+p}{2}} \tag{9}
\end{equation*}
$$

where $r$ and $p$ are nonnegative integers.
Further, let us assume a priori that functions $V_{l}\left(t, x^{\prime}, \varphi\right) \equiv V_{l}\left(t, x^{\prime}\right), l \in\{1,2\}$, arecontinuous in the domain $\left(t, x^{\prime}\right) \in \mathbb{R}_{\infty}^{d}$, and when $\left(t, x^{\prime}\right) \in(0, T] \times \mathbb{R}^{d-1}$ next inequalities holds

$$
\begin{equation*}
\left|V_{l}\left(t, x^{\prime}\right)\right| \leq C\|\varphi\| t^{-\frac{1}{2}} \tag{10}
\end{equation*}
$$

Then the functions $u_{1 l}(t, x), l \in\{1,2\}$. satisly the equation (2) in domains $(t, x) \in$ $\Omega^{(i)}$, initial condition $u_{1 l}(0, x)=0, x \in \mathbb{R}^{d}$, and next inequality holds

$$
\begin{equation*}
\left|u_{1 t}(t, x)\right| \leq C\|\varphi\|, \quad(t, x) \in(0, T] \times \mathbb{R}^{d} . \tag{11}
\end{equation*}
$$

We will also use formulas of jump of conormal derivatives of simple layer potential on the boundary $\mathcal{S}=\mathbb{R}^{d-1}$. For this, for $x^{\prime} \in \mathbb{R}^{d-1}$, we define vectors $N_{l}=B_{l} \cdot v, l \in\{1,2\}$, that are called conormals. Due to the assumption of the Theorem $\mathrm{I}\left(B_{l} v, v\right)>0, l \in\{1,2\}$, so that both eonomals have ditections inside the domain $\mathcal{D}_{2}$. A derivative of some function $v(x), x \in \mathbb{R}^{d}$, in the direction of every conormal $N_{l}, l \in\{1,2\}$, is defined by a formula

$$
\begin{equation*}
\frac{\partial v(x)}{\partial N_{i}}=\sum_{i=1}^{d} b_{i d}^{(t)} D_{i} v(x) \tag{12}
\end{equation*}
$$

In the sought case for conormal derivatives of simple layer potentials $u_{1 i}(t, x)$, $l \in\{1,2\}$. for $t>0$ and $x=\left(x^{\prime}, 0\right) \in \mathbb{R}^{d-1}$ we will obtain

$$
\begin{equation*}
\frac{\partial u_{1 t}\left(t, x^{\prime}, 0 \mp\right)}{\partial N_{i}}= \pm V_{t}\left(t, x^{\prime}\right), \quad l \in\{1,2\} \tag{13}
\end{equation*}
$$

As potentials $u_{01}$ and $u_{1 i}$. $l \in\{1,2\}$, satisfy the mentioned conditions then we can try to lind a solution of the problem (2)-(5) in next form

$$
\begin{equation*}
u(t, x)=u_{l}(t, x), \quad(t, x) \in \Omega^{(t)}, \quad l \in\{1,2\} \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{i}(t, x)=u_{0 t}(t, x)+u_{1 i}(t, x) \tag{15}
\end{equation*}
$$

Now we have to find unknown functions $V_{1}$ and $V_{2}$ such that conjugation conditions (4) and (5) are satisfied for $u(t, x)$. Substituting expressions for $u_{l}(t, x)$, $l \in\{1,2\}$ in these conditions after some transformations we will obtain

$$
\begin{gather*}
\sum_{i=1}^{2}(-1)^{t-1} \int_{0}^{t} d \tau \int_{\mathbb{R}^{d}(t-1} g_{l}\left(t-\tau, x^{\prime}-y^{\prime}, 0\right) V_{l}\left(\tau, y^{\prime}\right) d y^{\prime}=  \tag{16}\\
=u_{02}\left(t, x^{\prime}, 0\right)-u_{01}\left(t, x^{\prime}, 0\right) \\
\sum_{l=1}^{2} \gamma_{l}\left[\left(\frac{1}{2} \sum_{i, j=1}^{a-1} \beta_{i j}^{(0)} D_{i j}+\sum_{i=1}^{d-1} \alpha_{i}^{(0)} D_{i}\right) u_{0 l}\left(t, x^{\prime}, 0\right)+\right. \\
+(-1)^{l} \frac{\partial u_{01}\left(t, x^{\prime}, 0\right)}{\partial N_{l}}-\frac{V_{l}\left(t, x^{\prime}\right)}{b_{d d}^{(l)}}+\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i j}^{(0)} D_{i j}+\right.  \tag{17}\\
\left.\left.+\sum_{i=1}^{d-1} \alpha_{i}^{(0)} D_{i}\right) \int_{0}^{t} d \tau \int_{\mathbb{R}^{d-1}} g_{l}\left(t-\tau, x^{\prime}-y^{\prime}, 0\right) V_{l}\left(\tau, y^{\prime}\right) d y^{\prime}\right]=0
\end{gather*}
$$

where

$$
\begin{gathered}
\alpha_{i}^{(0)}=\frac{\alpha_{i}}{q_{2}+q_{1}}+\sum_{l=1}^{2}(-1)^{l-1} \frac{\gamma_{l} b_{d d}^{(t)}}{b_{d d}^{(t)}}, i \in\{1, \ldots, d-1\}, \\
\beta_{i j}^{(0)}=\frac{\beta_{i j}}{q_{2}+q_{1}}\{i, j\} \subset\{1, \ldots, d-1\}, \gamma_{1}=\frac{1-q}{2}, \gamma_{2}=\frac{1+q}{2}, q=\frac{q_{2}-q_{1}}{q_{2}+q_{1}} .
\end{gathered}
$$

So from conjugation conditions (4). (5) we have obtained a system of equations (16), (17) with respect to unknown functions $V_{l}, l \in\{1,2\}$. As one can see, the first equation is an integral Volterra equation of the first kind, and the second one is an integral-differential Volterra equation of the second kind. We will show that the system of equations (16). (17) can be solved using the integral Fourier transformwith respect to the variable $X^{\prime}$ and the integral Laplace transtorm with respect to variable $t$. We have agreed to denote Fourier-Laplace transforms of the function $f\left(t, x^{\prime}\right)$ by $\bar{f}\left(p, \sigma^{\prime}\right)$ ( see Ch. 2). Obviously we will consider that this transformation exists for every function from equations (16) and (17). After application of the Fourier-Laplace transform to every equation in the system (16) and (17) it transforms into algebraic system of equations with respect to the images $\overline{\tilde{V}}_{l}\left(p, \sigma^{r}\right)$. $l \in\{1,2\}$. and we will obtain

$$
\begin{align*}
\overline{\bar{V}}_{l}\left(p, \sigma^{\prime}\right)=2 b_{d d}^{(t)}\left(p+a_{l}\right)\left[-\overline{\tilde{g}}_{l}\left(p, \sigma^{\prime}, 0\right) \overline{\tilde{u}}_{0 l}\left(p, \sigma^{\prime}, 0\right)\right. \\
\left.+\overline{\tilde{G}}_{l}\left(p, \sigma^{\prime}\right) \overline{\tilde{\psi}}\left(p, \sigma^{\prime}\right)\right], \quad l \in\{1,2\}, \tag{18}
\end{align*}
$$

where

$$
\begin{gathered}
\overline{\tilde{\psi}}\left(p, \sigma^{\prime}\right)=\left.\frac{2 \gamma_{2}}{b_{d d}^{(2)}} \int_{0}^{\infty} \frac{\partial \overline{\tilde{g}}_{2}\left(p, \sigma^{\prime}, x_{d d}-y_{d}\right)}{\partial N_{2}}\right|_{x_{d}=0} \cdot \tilde{\varphi}\left(\sigma^{\prime}, y_{d}\right) d y_{d}- \\
-\left.\frac{2 \gamma_{1}}{b_{d d}^{(1)}} \int_{-\infty}^{0} \frac{\partial \overline{\tilde{g}}_{1}\left(p, \sigma^{\prime}, x_{d}-y_{d}\right)}{\partial N_{1}}\right|_{x_{d}=0} \cdot \tilde{\varphi}\left(\sigma^{\prime}, y_{d}\right) d y_{d}, \\
\overline{\tilde{G}}_{l}\left(p, \sigma^{\prime}\right)=\left(2 b_{d d}^{(l)}\left(p+a_{t}\right)\right)^{-\frac{1}{2}}\left[\gamma_{1} \sqrt{\frac{2}{b_{d d}^{(1)}}\left(p+a_{1}\right)}+\gamma_{2} \sqrt{\frac{2}{b_{d d}^{(2)}}\left(p+a_{2}\right)}+K\right]^{-1}, \\
a_{i}=\frac{1}{2}\left(H_{l} \sigma^{\prime}, \sigma^{\prime}\right), \quad H_{l}=\left(h_{i j}^{(l)}\right)_{i, j=1}^{d-1}, \quad h_{i j}^{(l)}=b_{i j}^{(l)}-\frac{b_{i d}^{(l)} b_{d d}^{(l)}}{b_{d d}^{(l)}}, \\
K=\frac{1}{2}\left(\beta_{0} \sigma^{\prime}, \sigma^{\prime}\right)+i\left(\alpha_{0}^{\prime}, \sigma^{\prime}\right), \quad \beta_{0}=\left(\beta_{i j}^{(0)}\right)_{i, j=1}^{d-1}, \quad \alpha_{0}^{\prime}=\left(\alpha_{i}^{(0)}\right)_{i=1}^{d-1} .
\end{gathered}
$$

Notice that for obtaining and solving the system with unknown $\overline{\widetilde{V}}_{l}\left(p, \sigma^{\prime}\right), l \in\{1,2\}$ we have used known properties of Fourier and Laplace transforms $|9|$ along with the next relation for image of lis. which was established by us $g_{l}(t, x)=$ $=g_{i}\left(t, x^{\prime}, x_{d}\right), l \in\{1,2\}:$

$$
\overline{\widetilde{g}}_{l}\left(p, \sigma^{\prime}, x_{d}\right)=\left(2 b_{d d}^{(l)}\left(p+a_{l}\right)\right)^{-\frac{1}{2}} \exp \left\{i x_{d} \sum_{j=1}^{d-1} \frac{b_{j d}^{(l)} \sigma_{j}}{b_{d d}^{(l)}}-\left|x_{d}\right|\left(\frac{2}{b_{d d}^{(i)}}\left(p+a_{l}\right)\right)^{\frac{1}{2}}\right\}
$$

From equalities (18) and well-known formula for the Fourier-l aplace transform of convolution of functions follows that the solution of the system (16)-(17) cat be written in next form

$$
\begin{gather*}
V_{l}\left(t, x^{\prime}\right)=2 b_{d d}^{(t)} \mu_{l}\left(t, x^{\prime}\right) \int_{0}^{t} d \tau \int_{\mathbb{R}^{d-1}}\left[-g_{l}\left(t-\tau, x^{\prime}-y^{\prime}, 0\right) \times u_{0 t}\left(\tau, y^{\prime}, 0\right)\right.  \tag{19}\\
\left.+G_{l}\left(t-\tau, x^{\prime}-y^{\prime}\right) \psi\left(\tau, y^{\prime}\right)\right] d y^{\prime}, \quad l \in\{1,2\}
\end{gather*}
$$

where $\mu_{1}$ are uniformly parabolic operators,

$$
\begin{gathered}
\mu_{i}=D_{t}-\frac{1}{2} \sum_{i, j=1}^{d-1} h_{i j}^{(l)} D_{i j} \\
\psi\left(\tau, y^{\prime}\right)=\sum_{i=1}^{2}(-1)^{i} \frac{2 \gamma_{l}}{b_{d d}^{(l)}} \int_{\mathcal{D}_{l}} \frac{\partial g_{l}\left(\tau, y^{\prime}, z\right)}{\partial N_{l}} \varphi(z) d z
\end{gathered}
$$

and $G_{l}\left(t, x^{\prime}\right)$ are originals of the functions $\overline{\bar{G}}_{l}\left(p, \sigma^{\prime}\right)$. We will use next equality to find them

$$
\begin{gathered}
\overline{\widetilde{G}}_{l}\left(p, \sigma^{\prime}\right)=\int_{0}^{\infty} \exp \{-K u\}\left(2 b_{d d}^{(t)}\left(p+a_{t}\right)\right)^{-\frac{1}{2}} \exp \left\{-u\left[\gamma_{1} \sqrt{\frac{2}{b_{d d}^{(1)}}\left(p+a_{1}\right)}\right.\right. \\
\left.\left.+\gamma_{2} \sqrt{\frac{2}{b_{d d}^{(2)}}\left(p+a_{2}\right)}\right]\right\} .
\end{gathered}
$$

Hence we have

$$
\begin{equation*}
G_{l}\left(t, x^{\prime}\right)=\int_{0}^{\infty} d u \int_{\mathbb{R}^{d-1}} G_{0 l}\left(t, x^{\prime}-y^{\prime}, u\right) g_{0}\left(u, y^{\prime}\right) d y^{\prime}, \quad l \in\{1,2\}, \tag{20}
\end{equation*}
$$

where

$$
\begin{gathered}
G_{0 l}\left(t, x^{\prime}, u\right)=\Gamma_{l}\left(t, x^{\prime}, u\right)=\exp \left\{-\frac{\left(y_{l} u\right)^{2}}{2 b_{d d t^{t}}^{(T)}}\right\} g_{0 t}\left(t, x^{\prime}, 0\right), \\
\text { if } \gamma_{3-t}=0 . \\
G_{01}\left(t, x^{\prime}, u\right)=\frac{-b_{d d}^{(3-t)}}{\gamma_{3-t}} \int_{0}^{t} d \tau \int_{\mathbb{W}^{d} d-1} \Gamma_{l}\left(t-\tau, x^{\prime}-y^{\prime}, u\right) D_{u} \Gamma_{3-l}\left(\tau, y^{\prime}, u\right) d y^{\prime}, \text { if } \\
\gamma_{3-t} \neq 0,
\end{gathered}
$$

$g_{0}\left(u, y^{\prime}\right)$ is a f.s. of uniformly parabolic operator

$$
D_{u}-\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i j}^{(0)} D_{i j}-\sum_{i=1}^{d-1} \alpha_{i}^{(1)} D_{i} .
$$

So we have found the solution of the system of equations (16), (17). Let us establish the estimation (10). For this purpose we will represent functions $V_{l}$, $l \in\{1,2\}$, in a form of a sum of two terms $V_{l 1}$ and $V_{l 2}$, where

$$
V_{l 1}\left(t, x^{\prime}\right)=-2 b_{d d}^{(l)} \mu_{l}\left(t, x^{\prime}\right) \int_{0}^{t} d \tau \int_{\mathbb{R}^{d-1}} \mathrm{~g}_{l}\left(t-\tau, x^{\prime}-y^{\prime}, 0\right) u_{0 l}\left(\tau, y^{\prime}, 0\right) d y^{\prime}
$$

and $V_{i 2}\left(t, x^{\prime}\right)$ is represented by the same formula only we have an integral from the product of the kernel $G_{l}$ and density $\psi$. Teil us investigate functions $V_{l 1}$ more precisely. If we will consider the equality

$$
g_{l}\left(t-\tau, x^{\prime}-y^{\prime}, 0\right)=\left(2 \pi b_{d d}^{(t)}(t-\tau)\right)^{-1 / 2} h_{l}\left(t-\tau, x^{\prime}-y^{\prime}\right) .
$$

where $h_{l}$ denotes a f.s. of the operator $\mu_{l}$, then it is easy to oblain next form for $V_{l 1}$

$$
\begin{gather*}
\left(\frac{\pi}{2 b_{d d}^{(t)}}\right)^{\frac{1}{2}} V_{t 1}\left(t, x^{\prime}\right)=\int_{0}^{t / 2} \frac{1}{2}(t-\tau)^{-\frac{3}{2}} d \tau \times \\
\times \int_{\mathbb{R}^{\prime} d-1} h_{l}\left(t-\tau, x^{\prime}-y^{\prime}\right) u_{0 t}\left(\tau, y^{\prime}, 0\right) d y^{\prime}+\int_{\frac{t}{2}}^{t} \frac{1}{2}(t-\tau)^{-\frac{3}{2}} d \tau \times \\
\times \int_{\mathbb{R}^{d-1}} h_{t}\left(t-\tau, x^{\prime}-y^{\prime}\right)\left(u_{0 t}\left(\tau, y^{\prime}, 0\right)-u_{0 l}\left(\tau, x^{\prime}, 0\right)-\right.  \tag{21}\\
\left.-\left(\nabla_{x^{\prime} u_{0 l}}^{\prime}\left(\tau, x^{\prime}, 0\right), y^{\prime}-x^{\prime}\right)\right) d y^{\prime}+\int_{\frac{t}{2}}^{t} \frac{1}{2}(t-\tau)^{-\frac{3}{2}} \times \\
\times\left(u_{0 t}\left(\tau, x^{\prime}, 0\right)-u_{0 t}\left(t, x^{\prime}, 0\right)\right) d \tau-\left(\frac{t}{2}\right)^{-\frac{1}{2}} u_{0 t}\left(t, x^{\prime}, 0\right) .
\end{gather*}
$$

After we estimate every term in the right part of (21) using inequalities (9) and known estimations for f.s. $h_{l}, l \in\{1,2\}$, we assure that inequality ( 10 ) holds for $V_{11}\left(t, x^{\prime}\right)$ with $\left(t, x^{\prime}\right) \in(0, T] \times \mathbb{R}^{d-1}$. Similarly one can investigate functions $V_{l 2}\left(t, x^{t}\right), l \in\{1,2\}$, and as consequence obtain estimation (10) for them. This means that our a priori assumptions on densities $V_{t}, l \in\{1,2\}$, that are included in simple layer potential $u_{1 l}$ from (8), holds true. From it and from inequalities (9) and (10) follows estimation (6) for the constructed solution of the problen (2)-(5). Theorem 1 is proved.

From Theorem 1 follows that an operator semigroup $\left(T_{t}\right)_{t \geq 0}$, on functions $\varphi \in \mathcal{C}_{b}\left(\mathbb{R}^{d}\right)$ can be defined by a relation $T_{t} \varphi(x)=u(t, x, \varphi)$, where the function $u$ is defined by formulas (14), (15). (19). Using these formulas and acting like in $[3,4,10]$, we prove that the semigroup, constructed this way, generates some homogeneous non-breaking Feller process on $\mathbb{R}^{d}$. Further, an additional investigation of the semigroup shows that trajectories of the constructed process can be considered to be continuous and its transition probability $P(t, x, d y)$ satisfies the next relations:

$$
\begin{gathered}
\lim _{t \downarrow 0} \int_{\mathbb{R}^{d}} \varphi(x)\left(\frac{1}{t} \int_{\mathbb{R}^{d}}(y-x, \Theta) P(t, x, d y)\right) d x= \\
=\mathrm{c}(\bar{\alpha}, \Theta) \int_{\mathbb{R}^{d-1}} \varphi\left(x^{\prime}, 0\right) d x^{\prime} \\
\begin{aligned}
& \lim _{t \downarrow 0} \int_{\mathbb{R}^{d}} \\
& \varphi(x)\left(\frac{1}{t} \int_{\mathbb{R}^{d}}(y-x, \Theta)^{2} P(t, x, d y)\right) d x= \\
&=\int_{\mathbb{R}^{d}} \varphi(x)(B(x) \Theta, \Theta) d x \\
&+c(\bar{\beta} \Theta, \Theta) \int_{\mathbb{R}^{d-1}} \varphi\left(x^{\prime}, 0\right) d x^{\prime}
\end{aligned}
\end{gathered}
$$

where $\Theta \in \mathbb{R}^{d} . \varphi$ is an arbitrary continuous compact function on $\mathbb{R}^{d}$.

$$
\begin{gathered}
c=\frac{1}{2} \frac{\left(\sqrt{b_{d d}^{(1)}}+\sqrt{b_{d d}^{(2)}}\right) \sqrt{b_{d d}^{(1)} b_{d d}^{(2)}}}{q_{1} \sqrt{b_{d d}^{(2)}}+q_{2} \sqrt{b_{d d}^{(1)}}}, \\
\bar{\alpha}=\left(\bar{\alpha}_{i}\right)_{i=1}^{d}, \bar{\alpha}_{i}=\alpha_{i}, \quad i \in\{1, \ldots, d-1\}, \quad \bar{\alpha}_{d}=q_{1}+q_{2}, \\
B(x)=B_{l}, \quad x \in \mathcal{D}_{l}, \quad l \in\{1,2\}, \\
\bar{\beta}=\left(\bar{\beta}_{i j}\right)_{i, j=1}^{d}, \bar{\beta}_{i j}=\left\{\begin{array}{c}
\beta_{i j}, \quad \text { if }\{i, j\} \subset\{1, \ldots, d-1\} \\
0, \quad \text { if } i=d \text { or } j=d .
\end{array}\right.
\end{gathered}
$$

Equalities (22) means that for the constructed process its local diffision characteristics exist only as generalized functions. this means that this process is a generalized diffusion process in the sense of Portenko $|10|$.

So we have proved next theorem.
Theorem 2. Let the coefficients of differential operators $L_{t}, l \in\{1,2\}$, from (1) and $L_{0}$ from (5) satisfy the conditions of Theorem 1. Then an operator semigroup. constructed by the solution of the conjugation problem (2)-(5). generates a homogeneous continuous Feller process on $\mathbb{R}^{d}$ with transition probability that satisfies relation (22).
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