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Abstract. The object of investigation is an open exponential network with a messages
bypass of systems in transient behavior. The purpose of the research is to find stationary
probabilitics of states and the average characteristics of the network when the transition
probabilities between the messages and bypass systems ot the network, parameters ot the
incoming flow of messages and services are lime-dependent. To find the state probabilitics
and the characteristics of a network is used the apparatus for the multivariate generating
functions. The examples are calculated on a computer.

1. General information

The results of rescarch of the above networks in stationary behavior are given in
[1-3]. In [4] investigated the network in a transition behavior, but when the proba-
bility messages bypass between systems, networks do not depend on network status
and time. To find the state probabilitics of the network in a transition mode, we
used the method of multidimensional generating functions, which was previously
used to find the state probabilities of the other networks [5. 6]. In this paper we
consider the case when the transition probabilities and messages bypass between
the network systems depend on time,

2. Formulation of the preblem

Consider an open exponential QN of arbitrary structure consisting of » QS,
cnumerated by numbers from 7 to r. Messages have a chance to join the queue, and
with an additional probability to move immediately in accordance with the transi-
tion probability matrix of the other QS. or leave the network. The probability of
joining the QS depends on the state of the QS and the number of QS with which
the messages are sent to this QS. It 1s assumed that the incoming flow of applica-
tions to the network is simple. The results of studies of such networks in the steady
state are given in [1-4]. This paper describes a method of finding the time-
dependent stale probabilities of the network of such a network in the transient state.
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Let m; - number of identical service lines in the QS S, , /, - a vector of dimen-
sion #7, consisting of zeros except the /~th component. which is equal to 1, i=1l»:
py - the transition probability of the message afier service in the system S, inlo
the system §,. /. j =0.n., we assume the system S, is the external environment.
Let us consider the case when the parameters of the mcoming [low of messages
and scrvices depend on time, i.c. the time interval [£.7 + A7) 1n the network recelves
an message with a probability 2(NAr +o(An) . and if at the time 1 of service on the
line /-th QS is located an message. at the range |[7.f+Af) of its services will end

with a probability (DA + o(An), i=l.n, The message is sent to the j-th QS with

I
probability g, . Z o, =1. The message sent to this QS [rom the external envi-

=]
ronment al moment time 4 with a probability 77 (4,¢). when the network is in
a state (£.¢). joins the queue, and the probability 1- /""'(k.7) is not attached to the
queue, regardless of handled (i.c.. iUs time of service with a probability of 1 is
equal to zero). If the message has been served in the /~th QS, it is likely to be sent
immedialely to the j-th QS with probability p, , and leaves the QN with the proba-

bility p.. D.p =1 i-len.

Let k(r)=(k.1)= (k. k~....k,.1) - the state vector of the network, where £, - the
number of messages at the moment 7 in the system S, /= Ln: o, (k.1) - the condi-
tional probability that the message is delivered to the i~th QS at time ¢, when the
network is in a state {,7}. will not be serviced by any of the QS: y  (k.7} - the
conditional probability that the message is delivered to the i-th QS outside at time 2,
when the network is in state {k.7}, the first time. a service in j-th QS: «,{4.1) - the
conditional probability that the message, served in the i-th queuing system at time
1, when the network is in a state {k.r}. will no longer be served in any of QS:

B, (k.7} - the conditional probability that the message, served in the i-th queuing
system at time ¢, when the network is in state (k.7) for the first time then receive
seryices in the j-th QS. 7. j - L.

According to the formula of total probability, we obtain:

5. ‘/ N -
o, (k,t) = (1 - f‘/.'(/(.z)l Pt Zp‘lgaj (kkt}w

foi=n,

w, (k1)= 1 h0S, + (U= 1" kWX pow, (t), i j=1n, 0
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o, (k)= [,U+ip”qo, (k—1.1)., i=Ln. (2)
[
B, (k)=3 por, (k=1.2), ij=1n, 3)
f-1

where J; - the Kronecker delta. We have the equalities

w (k) =1=3 5 (k.0). g (k)1 Sy, (k) =1, i j=Ln.
=l =1

From {1) and {3) we find

v, (k1) = £ 008, +(1= £ %) B, (k=1.0) . ij=1, “

The probabilities of states of the network under consideration satisfy the differ-
ence-differential equations (DD} is proved in [4]:

T S L0, (-0 ) .0 - 5, Do, £ )] Pl o
| )”(')ZZ. pow, (k=1 Ytk YPU =1 ,4)
+i],u.(/)min(m,,k, wa (h+1 .0y Plh+1 1)+
+ jp,(r)min(m,,k, OB k1, =1l YPlk + 1,1, 1), (5)
where ()= 1" © _ is the Heaviside function.

0,x<0

3. Finding the state probabilities
Letm, 1.7 1,7 . and suppose that all network system operating in high load

mode, i.c. £ ()>0 Vi>0.i= 1.n. then the system {5) takes the form

dP(k 2 ——Z[)»(f Ipo =0, (k. 0)+ 11, ()0 = 3, (k)] PlkL)+

uoon

+,1(z)zz powr k= ) PU—1,0)+ 3 e,k + .0y PCh + £, 1)+

1=l =]

+iﬂ, (), (k+1 -1 )Pk+1 -1 1), (6)

1g=1
i#)
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Note. that the number of equations in (6) 1s countable, when the network 1s
open, and of course, when 1t 1s closed.
We denote by ‘¥, (z.7), where z=(z,z2.,...,2,) . n-dimensional generating [unc-

lion:

W, =S Y Plh ke k22 b = S LS P, D)

b=Dh= k=0 k=l b=l k=l il

the summation is taken over each & . from / to «, i= L.i . because the network is
operating in a high load mode.

Consider the case where the conditional probabilities o, (k.7). i (k,t). a (k.1).
B, (4.} do not depend on the state of the network. The expression for the generat-
ing function {7) can be rewritten as

¥,(2.0=C, (:)exp{— I3[0, 0 - 0.0)+ w0l - 5,0) +

+ A(t}p " IZ‘/’/, (t) + 4, (t)— - i, (f)g,lf" (f) di} )

z
where the tunction ,,(z) was defined in the proof ot LLemma 2 in paper [4], from
the conditions, that at the initial time the network is able to (x,.x,,....x,.0), x, > 0,
Pzl P(X XX, 0) Lo PUk hyenk, 00 0,9y, ki Lan:

. (z)= exp{A(o)i Po =3 pu®,0)+ 34 (0)- 3B, (0)+
T r Sy, 01 514 0) ZZ”—B (0)}["'[ By (9)
Let us introduce the following notations:
A= [0y, M) =[u(di, @.(1)= [ Mg (yde . Y, ()= [ Ak (e
Al = u e, B )= [p{}B, (0t . (10)

Using the notation {10}, expression (8) can be rewritten as

Y (z.6)=C ( exp<L (\(t Zp _Zp"'d) (t) +2 M (r)- iB (

1=l

naSv a0 £52n.0)) a

;I- =Lt 2

¢ r
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Then trom (9) and (11) that
¥ (z.t) = exp-{ —[i(;\(:)— A(o))g P — Z} p. (@ ()- (0))+ "Z;(_.-x.f, (1) - {0)—
- 50,0)-B,00+ 2.2 30,0-v, 00+ £ -(8,0)- 4, 0) +

$5206.0-2.0)|11

This expression can be rewritten as

Y (z.ty=qa, (i)t,\p{ Pz, Z( () Y,J_(O)}}‘x

t

><e\pJl —(A{1)-A, 0))]*e\p{ i (B )-8, (0])[{‘ [1z"

.' 5

u,J(l (.xp~L Z[ /\ 0)) (CD (I) <D,(())})pm+
+(M, () ,( )) (B, ()-8, 0O} (12)

Transform {12) (o a form suitable for {inding the state probabilities of the network.
expanding its member exponential in a Maclaurin serics. From (7) and (12) that

Y (z.0) a,(t)a (z.t)az{z‘r)a_;(:,r)lil:,"" ,
-1

where
a(z.ty= e\pJZp, 52 (Y {-v, (0))] ne\P{Pu ,( Y, (r)- Y;;(O))i:

l -l , i- | il
l—ll—lz[l’r, Y, (f v, (o))} 5. Zl_“_[[ph«, v {()-v, ()}

I AT F IS U S| N | ['

f ’l A
=[Z Zl)t‘l ,)lll ~x nn[y(!) Y ]

i o AN i i

i) = e\pf;]_ (a0) A(o))l nexpl_( - A(o))JL
ﬂi‘.[(’\ ()-A, (0)) A Zl-l[(A (- A0)=1]

A @m0 w0 []1

A H[A (- A(o)]' |
> Z : g b

e gt.q,
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a.(z.0) = e‘(p{lul ”l: (B,,(,'}—BU(U))}:

11 ;{ {8, 0)- B,,(o))} i B0 = ,{O))' 2

FR A )

-5 0RO 0 -0 -

gm0 : 7! I‘,

P [ [y f', =0 =0l 4o f}.
¥,
i H
[1|116,6)-8,0)
c S =l \ Al H=Pyt o, TR AT, HATy AR, =1 = F 7,
— 1772 CLIRLs s P b ) ", L, T
- 1 1 Z 2, n Z 3 ey
n=0 r,=0 rpeecr,,

B
Multiplying a.(f). ¢ (z.t}. a.(z.0). a,(z.f) and l_[:,"" obtain the expression
-1

tor the generating function {7) has the torm:

¥, (z,0) = a(r)Z ,ZZ zz 2 ”{ Py

Lot 0 g, By [P 'V'

(116005, 00 4.0 00+ {1168,0-8,0)] =

j=

i
where R=)r, .
il

4. Finding the average number of messages in the network systems

It is known that the expectation of the o-th component of a multidimensional
random variable can be found by differentiating the generating function (13) and

putting on z, =1, i=1n. Therefore. the average number of messages in system S,
will use the relation;
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CATDERG I35 I 35 W) 3l (RS R

LI T A R L AR

n[ Pl (ﬁ(Y,J(,)_Y{,(m)]{(A,(x)—A,(o))"-tﬁ(s,,(r)—B-..-(O})] ]

r=| l"‘,'q’f'l",1 =1 =l

)
Xp=i =g, = = R-1 X+, =g =+ R
XZ...‘L. I|Z,:.I.|l
e=1.

iFC

It follows that the average number of applications in the system S, is deter-
mined by the formula

N (,)=0“{$z(z,t) _ar(f)z Zz ZZ Z{\' 11 —q. —r 1 R)x
=l D L T R o

xgj[,l,g’j";,,;,[ﬁ( v, 0] (a0 0011

S -l

(B,()-B, ))Jq}.(m

=1

We make in (14) change of variables k. =x +/ —g.—r —~R. then
[ =k —x.+g.+7 —R and

R RGETR)235 305 S0 N ik‘, x

g =0 e == =t =g - - b=y, -, - K

N v g =Rt

X - p‘l;' X
U[(/{E—x,+q,.+t R]‘q' '( i (Y (r) Vi (O))J

(a0-A 00 T16,0)-8, (o))j”].

S|
Because the network operating system under high lead mode
k,=x —¢ —r +R=1 and. therefore, ¢, <x, —# + R—1, thus
= -] V=, R

V(/)-a(/)z Zkz Z Z -y

4
S =t "
i
=l

i kvt B
. Pu : _
" li:ll{(kf -y g 1B - R)!‘I..!",[(I:I(Yﬁ(f) Y’j([]))] :

x (A, {1)- A, {0)" ( l-[(n (r)-B, (0))]*; ] (13)

el
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5. Example 1

Let the intensity ANy =Atr, (=g, [cm(m!)+l] 7. In this case

A(t):é'r‘, A0)=0, M,(:):u__[

sin(m.7)

+!}. A (0)=0. i=1n. Suppose, that

the probability of adherence message to the queue at time ¢ is given by
M y=1—¢ " . From (10) follows that

@ {1)= [ Al ()i = [@.(1dA(e}= 0. (OA() - [ o)A
Y, ()= J'A‘(r W 0t = [y, (0dA(E) = w7 (DAL = [l (DAL e
A= [ et ()dr = [, (1M (1) = a, ()M, () - [adl ()M, ()
B, )= [ (0B, (03de = [ B,0)dM (1) = B,(0M ()= | BLdd (el

and we gel that

"

a,(r)- exp{— Z[é(y — ()’ +J'g9"(f)t:dr) b T

=l

[:m(w:) I_ﬁ”{l)[sin(w,l) ] iz mtsm(aﬂ) {]CJIJH_
©,

I

=exp{ i[ m(o() t—|ﬁ"(r)(cos(or +1)df]:|}
)-1 \ @, .

(= [o,uydi)p, + 1

lJ

®,(0)=0. Y (0)-0. A(0)=0. B (0)-B,(0)-0. B, (0})-0. i j=1ln. Condi-
tional probabilities ¢ {r). W, (r), @ (r) and B, (r}. according to (1)-(3). found from
the relations

PR G v, (0= 108, + (= f " NE pav, (1)
(1) {1_fn,-(;)] 2. +Zp‘/q)’(lﬂ, xidadals
\ =1 J

a,(l) 2 +Zp"qa (I) AN . - ZP,,‘//,,( } l/=l_n (16)

Solving the systems of linear equations (16) in the package Mathematica. ana-
Ivtical solutions can be obtained, but they are cumbersome already at »- 3. For
example. expression for the conditional probability of a time-dependent ¢ [(1), at
# = 3 has the torm:
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=l pode po —1) e pup e prpa — ¢ pule™ o~ 1))-
’pl Pu—¥ ’ Pup X’ pl P xDl"( 'p,—l)))/
(( pn(c p,,—') e pape “pupa e Pn_])‘ e "’m_;—l))—

_{' ¥ 158 —e (e Pu~ )!’:;axff - PPy ¢ ’p:z({') ’ Pis _I)))

and for the probability w ,.{r):

[43

i ,I(f)Z(e"p:. = PP me P e L v P PP P

“PuPx = PPl —PrlPa Y PPyt PupaPy € PPt Py Pl t
PP =€ PP — Pnl"nﬁ.u)/(“ e +e¥ p, ~

et ppy et py e p..p + 7 PuPy = PuPalu * Pl Py = PuPrPu +

HE Pl — PP T € Pay — ¢ pllpz,a “ PPy —€ PPy PaPeaPy)-

Fxpression (13) takes the torm

%G0=a03. 33 355 H[ i

=0 1,=0q1=0 ¢,=0n=0 r,=

x (H (% (t//,]. e -fy, (t)tzdt)Dl x

J=

[ ( (t)(s n(a)t) J J— (t)(sm(a)[) ]dtj]% )
(o) e o] |

after simplification we obtain:

\I!”(:.I)=a,,(r)z ZZ ZZ Z nl[ T,u‘ P
/

=0 L=l =0 g, =t gm0 =l ['(/ 1/‘1

x (11[ fw, (t)tdt] ([ a,()cos(wy+ 1)) x
[ﬁ[ﬁ,}{'t}(oos(m})+ I)dr} AR ""”] (17

Suppose we have tound, for example. the probability of state It is the coetficient
ol z,z,-...-2_ in the expansion of ¥ (z.¢) in multiple series (17), so that when the

degree of z, must satisfy the relation x. +/ —g, —r. + R=1. i = Ln, it follows that
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g, =x,+L+>r, =1, 0 Ln.g+r=x+1+>r—-1,i Ln,
-1 i1 ‘

=i

I

g —r =y, +20 +3r —1 i=1n, (0 +q+r)=Yx + 20 )+ u(R-1).
J=] i=l

=1
Therelore, from {17) follows that

Y/
i=1

€0 x n h
P(LL..LD=a,(DD..0 >0 Po (it:] 1
;

=0 1[,=0n=0 »r,=0 i=1 2
LV ox, + 4+ =1 !

x[ﬁ)‘t//:/(l)ldlw:(fa,{!)(cos(m,l)+I}dl)t";; ‘- '(ﬁj[ii(f)(cos(m,rﬂ l)dr]
= J : i

We assume that »=10 and the initial time the network is in a state
(2,2,2.2.2.2,2.2.2.2,0). We find the probability of the state P(LLLLLLLLLLLZ).
using the formula (17). Let the intensities A(tY=A¢, u (1) =4, [cos(wlf) + I], tran-
sition probabilitics of messages are equal: p,, =0.1, i=110, P =01 i=0.9,
Pa.=03i= 19, P =03, i=19. p, =0, i=0,10. In addition. the intensity of
the service messages in the syslems are: g, =20.8,.i=|,_4, H#=1022. 4 =4_9
4, =20.5. The expression for the time-dependent probability of the state in the

systems of the network obtained by on a computer using a mathematical caleula-
tion package Marthematica. Figure | shows a chart ol this probability depending on
the time 7.

POLLLLLLLILLLE

A
1.00
0.99
0.98
0.97
0.96
0 0. 0. 0. 0. l>r

Fig. 1. The chart of probability ol the state P{L.LLLLLLLLLYS)
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6. Example 2

We will consider the network described in Example 1. T.et A(r) =At.
1) =xn [cos((l),f) + 1] transition _ probabilities of messages are equal:
po =0.Li=110, p,=01i=09. p,=05i=19, p, =05i=19,
7, =0,1=0.10. intensity of service messages in the systems are: g, =20.8, /=14,
# =1022,7=49, p, =205 The average number of messages in the systems
network (in the queue and service) at the initial time ¢=0 equally N (0) 0,
i =110 . Equation (15) to find the average number of messages in the systems net-
work when the network parameters and the conditional probabilities depend on the
time takes the form:

I

N.()= exp{— Z{/{ {r: —fe. )rdl} 7.,

=1

e R

+N'LL —J/)‘ (;)(ws(ml)+l}dlﬂ}xZ Z/f ; "z ! Z Z x

@, i U G,

i A ,}
! fdf
<11 (k,—x,+q,+r R)'q': |l_“."/'{)

sk =g =4 I £omvimt =t =R
X

an (Hcos(a,)+1) dr) []_”,[ (f) cos(a)r)+l)dr

This example is designed on a computer using a mathematical calculation
package Mathematica. Here are some ol the values ol the average number of
applications in the systems of the network {in the queue and service} at time =02,
found wsing the program: N (1) =0.547, N.(/)=0323, N, (1)=0429,
N, (1)=0522. N.(1)=0742. N, (+)=0.654. Figure 2 shows a chart of the
average number ot messages in the QS §; depending on time ¢,

Ny J

-

0.578

0.511

0.489

0.429

Sy
s
!

0 0.2 0.4 0.6 0.8 1

Fig, 2. The chart of changes of the average number of messages f\({] in QS S,
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