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Abstract 
 

When patients return to the emergency department (ED) within 72 hours 
after their previous ED discharge, it is generally assumed that their initial 
evaluation or treatment had been somehow inadequate. Mining data related to 
unplanned ED revisits is one method to determine whether this problem can 
be overcome, and to generate useful guidelines in this regard. In this study, 
we use the receiver operating characteristic (ROC) curve to compare the data 
mining model by affinity set to other well known approaches. Some scholars 
have validated the affinity model for its simplicity and power in handling in-
formation systems especially when showing binary consequences. In experi-
mental results, SVM showed the best performance, with the affinity model 
following only slightly behind. This study demonstrated that when patients 
visit the ED with normotensive status or smooth breath patterns, or when the 
physician-patient ratio is moderate, the frequency with which patients revisit 
the ED is significantly higher. 
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1 Introduction 
 

Emergency physicians are expected to diagnose diseases accurately and effi-
ciently. However, in fast-paced situations, time limitations and dynamic changes 
in the number of patients awaiting treatment lead to the inevitable risk of diag-
nostic error, by the simple fact that seemingly insignificant symptoms can be 
overlooked (Aaland, Smith, 1996; Brooksa, Holroydb, Riley, 2004; Kohn, Cor-
rigan, Donaldson, 1999; Leape et al., 1991). Ignorance of such details could lead 
to a higher frequency of patients revisiting emergency rooms. Because emer-
gency departments (EDs) are required to assume ever greater responsibilities, 
public interest in the quality of service they provide is increasing (Furnival, 
Woodward, Schunk, 1996; Hanlon, Pickette, 1979). Unscheduled revisits to EDs 
are known as audits of emergency care quality. Unscheduled revisits are com-
monly defined as patients presenting for the same chief complaint within 72 
hours of discharge from the ED. A rate of less than 1% has been proposed as ac-
ceptable quality care (Wu et al., 2008). Unscheduled revisits are a reflection of 
ED performance, and the underlying causes must be investigated. A number of 
doctors have proposed traditional statistical methods to deal with this issue. 
Pierce et al. (1990) began an investigation into this important issue in 1990, fol-
lowed by Hu (1992), Gordon et al. (1998). Recently, Wu et al. (2008) used the 
categorical analysis of patient revisits to the emergency department, in which 
age, sex, final discharge, reason for revisit, and the symptoms of most common 
complaints were calculated from 34714 records. Nuñez et al. (2006), studied 250 
cases and 250 controls from the ED. The measured outcomes were unscheduled 
returns, post-ED destination, and patient dissatisfaction. They concluded that un-
scheduled returns were associated with medical errors in prognosis, treatment, 
follow-up care, and information. Marcantonio et al. (1999) performed a matched 
case control study among patients who had been admitted to an academic hospi-
tal in a Medicare managed care plan. The patients were aged 65 years or older 
and had been readmitted to the hospital as emergency cases within 30 days of 
discharge. They suggested that interventions, such as improved discharge educa-
tion programs, could reduce unplanned readmission. However, most of the 
above studies applied traditional categorical analysis to the statistics, and tended 
to agree that revisits are generally illness-related. Further studies are needed to 
identify the most common and the most serious contributing factors related to 
revisits, to determine whether improvements can be made. 

Early in 2004, Freitas (2004) reviewed the basics of multi-objective optimi-
zation for data mining, and suggested these optimization techniques are appro-
priate in data mining. Recently in 2012, Corne et al. (2012) proposed similar 
ideas for integrating multi-objective programing in supporting vector machines 
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(SVMs) (Cortes, Vapnik, 1995), decision trees (Abu-Hanna, Keizer, 2003), neu-
ral networks (Zbikowski, Hunt, ed., 1996) etc. These previous efforts validate 
the feasibility of using multi-objective optimization for mining big data. How-
ever, there are still limited multi-objective applications devoted to this area in 
addition to the popular evolutionary/soft methods (Freitas, 2008). 

In this study we eschewed traditional statistical analysis, and employed  
a number of popular data mining techniques (Aguilar-Ruiz, Costa, Divina, 2004; 
Berman, 2002; Grupe, Owrang, 1995) to analyze collected clinical data of EDs 
rather than evolutionary/soft approaches. We adopted neural networks 
(Zbikowski, Hunt, 1996), rough sets (Rosetta) (Pawlak, 1991), SVM, decision 
trees, association rules (Delgado et al., 2001) and logistic regressions (Collett, 
2003; Delen, Walker, Kadam, 2005). All of them are applied to uncover the rela-
tionship between causes and consequences of ED revisits. The affinity models 
has been validated/tested by a number of scholars (Alanazi, Abdullah, Larbani, 
2013; Chen et al., 2009; Esfandiaria et al., 2014; Larbani, Chen, 2009; Michnik, 
Michnik, Pietuch, 2008; Paoin, 2011; Wu et al., 2009) in the areas of medicine 
and finance. In this study, a multi-objective affinity model was originally pro-
posed to construct the k-core, presenting a number of advantages over the other 
data mining models evaluated in this study. 

This paper is organized as follows: Section 2 introduces the basic concepts 
and definitions of affinity sets, and proposes the basic data-mining model of af-
finity. Section 3 reviews the popular data mining models and summarizes their 
advantages and disadvantages. Section 4 presents the multi-objective affinity 
model of data mining. Section 5 takes the actual samples of revisiting patients 
from Kaohsiung Medical University Hospital of Taiwan, to validate the data 
mining concept using our multi-objective affinity model, to identify the key fac-
tors in the high frequency of patient revisits. In addition, we compare the per-
formance of multi-objective affinity model and other popular data mining mod-
els, according to the receiver operating characteristic (ROC) curve (Zweig, 
Campbell, 1993). Finally, in Section 6, we present our conclusions and recom-
mendations based on the data mining results. 
 
2 Preparation for Study 
 
First, we review the basic concepts and definitions of affinity, as well as its po-
tential use in data mining (Chen et al. 2009; Larbani, Chen, 2009; Michnik, 
Michnik, Pietuch, 2008; Wu et al., 2009). Interestingly, the word of affinity is 
popularly used in the chemical/medical/social field with various definitions. In 
chemical physics, chemical affinity is the electronic property by which dissimi-
lar chemical species are capable of forming chemical compounds (Matejtshuk, 
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1997). In medicine, affinity is mentioned with various biomedical definitions, 
such as affinity membranes for the removal of endotoxins (Wei et al., 2002) and 
the immune system (Achenbach et al., 2004). A number of scholars have applied 
the biometric concept to soft computing where they used the affinity function to 
develop artificial immune systems (Hunt, Cooke, 1995). In social sciences, 
scholars give affinity a different meaning: affinity is characterized by high levels 
of intimacy and sharing, usually in similar groups, also known as affinity groups 
(Cattell, 2001; Ve-McConnell, 1999). Marketing managers believe that people 
are more likely to buy brands that affinity groups like. In this manner, they are 
able to track consumer behaviour according to the social interaction of affinity 
(Zinkhan, 2002). 

Based on the various definitions of affinity given above, we concluded that 
no formal framework or theory dealing with affinity as a unified concept have 
been developed, and few researchers have discovered that the basic idea of affin-
ity could be used to provide models valuable in information sciences. Fuzzy set 
theory is among the best tools for representing vague and imprecise concepts 
(Zadeh, 1965); however, a type of membership function is necessary in fuzzy 
sets. In this paper, we use the well known concept of closeness or distance be-
tween any two objects in topology to represent affinity and develop a data min-
ing model. Due to its general nature, this new relationship theory, affinity set 
theory, is able to describe the degree of similarity between objects, and represent 
general relationships between objects, such as closeness, belongingness, equiva-
lence, which enable decision makers to use this simple concept for modeling. 
The affinity set theory has been recently introduced in (Larbani, Chen, 2009). 
For further details we refer the reader to (Larbani, Chen, 2009). 
 
2.1 Basic Definitions 
 

We introduce the definition of an affinity set. 
 

Definition 2.1 
An affinity set consists of any two object (real or abstract) that create affinity. 
 

Definition 2.2 
Let e be a subject and A an affinity set. Let W be a subset of X⊆U. The affinity 
between e and A is represented by the function:  
                                              eaffA  ( . ): W→ [0,1]                                             (1) 

w → effAa (w)   
The value eaffA (w) expresses the degree of affinity between subject e and affin-
ity set A with respect to variable w. When eaffA (w) = 1 this means that the affin-
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ity degree of e with affinity set A is at the maximal level with respect to variable 
w; but eaffA (w) = 1 does not mean that e belongs to A, unless the affinity meas-
ure eaffA (w) is the degree of belongingness. When eaffA (w) = 0 this means that  

e has no affinity with A with respect to variable w. When 0 < eaffA (w) < 1, this 
means that e has partial affinity with A with respect to w. Here we emphasize the 
fact that the notion of affinity is more general than the notion of membership or 
belongingness: the latter is just a particular case of the former. 
 

Definition 2.3 
The universal set, denoted by U, is the affinity set representing the fundamental 
principle of existence. We have: 

                                                
effUa ( . ): U→ [0,1]                                             (2) 
w → eaffA (w)  

and eaffU (w) = 1, for all existing objects with respect to w. 
In other words the affinity set defined by the affinity “existence” has com-

plete affinity with all previously existing objects, that exist in the present, and 
that will exist in the future. In general, in real-world situations, a traditional ref-
erential set S, such that for objects e not in S, eaffA (w) = 0 for all w ∈ W, can be 
determined. In order to make the notion of affinity set operational and for practi-
cal reasons, in the remainder of the paper, instead of dealing with the universal 
set U, we only discuss affinity sets defined on a traditional referential set S. 
Thus, in the remainder of the paper when we refer to an affinity set, we assume 
that sets S and W are given. 
 

Definition 2.4 
Let A be an affinity set. Then the function defining A is: 
                                                FA (., .): S×W → [0,1]                                         (3) 

(e, w) → FA (e, w)= eaffA (w) 
An element in real-life situations often belongs to a set for some variables and 
does not for other variables. Such behavior can be represented using the notion 
of an affinity set. The behavior of affinity set A over time can also be investi-
gated through its function FA (., .).  
 

Interpretation 2.1 
i) For a fixed element e in S, the function (3) which defines affinity set A re-

duces to the fuzzy set describing the variation of the degree of affinity of the 
element e over variable w. 
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ii) For a fixed w, the function (3) reduces to a fuzzy set defined on S that de-
scribes the affinity between elements S and affinity set A with respect to 
variable w. Roughly speaking, it describes the shape or “content” of affinity 
set A with respect to w. 

iii) In addition to i) and ii), we cannot say or check that an affinity set is a spe-
cial fuzzy set, unless we can prove that any affinity set A is contained in  
a fuzzy set B, and vice versa. 

 
Definition 2.5 
Let A be an affinity set and k ∈ [0,1]. We say that an element e is in the t-k-Core  
of affinity set A with respect to w, denoted by w-k-Core(A), if eaffA (w) ≥ k, that is:  

                                   
( ) ( ) }{A A kwaffeCorekw e ≥=−−                                (4)

 
when k = 1, w-k-Core(A) is called simply the core of A with respect to w, de-
noted by w-Core(A). In addition, w-k-Core(A) ≡  k-Core(A(w)). 
 

Definition 2.6 
A life range is defined as the continuous or discrete mapping from the behavior 
of an element e of S to an affinity set A with respect to w: an illustration of the 
continuous case is given in Figure 1 below. However, a discrete case for v is also 
possible. 

 
Figure 1. Illustration of the affinity between an element e and an affinity set A over a Global Range R 

(Continuous Case of v) 
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Here k-life range is the variable set: {v| for all v⊆w such that effAa (v)≥k}; 
similarly, life range is the variable set {v| for all v⊆w such that effAa (v) ≥0}. 

The intersection and union operations on affinity sets are defined as follows. 
 

Definition 2.7 
The intersection of affinity sets A and B with respect to variable w, denoted by 
A∩B, is defined by the function FA∩B (e, w) = eaff BA∩ (w) = Min{ effAa (w), effBa
(w)}, for all e in S. If A and B are considered over W, then A∩B is defined by 
the function:  
FA∩B (e, w) = eaff BA∩ (w) = Min{ effAa (w), effBa (w)}, for all e in S and all w∈W. 

 

Definition 2.8 
The union of A and B with respect to variable w, denoted by A∪B, is defined by 
the function FA∪B (e, w) = eff BAa ∪ (w) = Max{ effAa (w), effBa (w)}, for all e in S.  
If A and B are considered over W, then A ∪ B is defined by the function FA∪B (e, w) = 
= Max{ eaffA (w), effBa (w)}, for all e in S and all w∈W. 
 
2.2 Affinity Data Mining 
 

A static data mining model is proposed by using the basic theory of affinity.  
 

Definition 2.9. Let V be a referential set endowed with distance d(x, y), i.e.  
(V, d) is a metric space (Chen, 2009). Let X be a subset of V. The affinity set  
A in X is given by: 

A= (d ′ , B, X) 
where d ′ is defined by: 

d ′ : X→[0,1] 
e→d ′  (e, B)= 1−α d(e, B) 

where d′is the affinity, the set B is called the core of the affinity set A, d(e, B) is defined by: 

d(e,B)= 
Bz∈

min d(e, z) 

Note that there is a difference between d(e, B) and d(x, y), although the same no-
tation “d” is used. Indeed, d(e, B) is the distance between an element e of X and 
the subset B of X, while d(x, y) is the distance between two elements x and y  

of X. Note, that these two notions are different. Let α = 
XX),(

),(max
1

×∈yx
yxd , that is, α 

is the inverse of the maximal distance between elements of X. 
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Procedure 2.1 
1) Define the affinity set A, determine the referential set V and define the metric 

space (V, d). 
2) Determine the set X. 
3) Choose a subset B of X which is a candidate for being the core of the affinity 

set A. 
4) Use the affinity d ′defined by: 

d ′ : V→ [0,1] 
e → d ′  (e, B)= 1−αd(e, B) 

to compute the k-core (A) when, once the value of k is given. Now we present an 
example illustrating how this idea works. 
 

Example 2.1. Data Mining  
 

Table 1: Sample Data of Patients 
 

Sample x1 (Fever) x2 (Vomiting) y (Death) 
P1

 0 1 1 
P2 1 0 1 
P3 1 0 0 
P4 0 1 1 
P5 1 0 0 

 
Here we assume that doctors have observed two symptoms for one new disease: 

one is “Fever”, the other is “Vomiting”, and they possibly lead to the death of pa-
tients. We collect the data of five patients, as in Table 1, using binary values to indi-
cate whether these symptoms exist or not in each case. The input variables are “Fe-
ver” and “Vomiting”. The output variable is “Death”. For example, for the first 
patient P1 it is observed that he/she is vomiting and finally he/she dies; for the sec-
ond patient P2 it is observed that he/she has fever and finally he/she dies,…, etc. 
Therefore, what meaningful conclusions can be derived from these cases by the af-
finity model? First, we denote a rule by a triple r = (x1, x2, y), then use Procedure 2.1: 

1) Define the metric space (V, d). Define the referential set V as the set of all 
guesses/rules that can be used to identify the disease. Distance d is the failure 
(inaccurate prediction) rate of a rule (a distance concept), defined as the failure 
frequency of rule; d ′  is used to present the hit rate of the rule and d ′=1−αd. The 
hit rate is defined as the frequency of accurate prediction divided by the number 
of samples observed. According to Definition 2.13, d ′ is used to measure the de-
gree of affinity of rules. 
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2) Determine the referential set X. The referential set X ={ri, mi ,1= }, is  
a subset of V, the set of all possible rules/guesses completing the vector space to 
three dimensions. All the attributes are binary as shown in Table 1, i.e., r =  
= (x1, x2, y)∈X, x1∈{0,1}, x2∈{0,1} and y∈{0,1}. Because we use binary values 
here for attributes, only eight combinations/guesses can be generated with re-
spect to three discrete attributes. Each rule ri ∈X, 8,1=i  competes for better  
affinity with respect to affinity set A, which is the set of rules capable of predicting 
the consequence of disease at the fixed time. 

3) Choose subset B of X as the core of affinity set A. We choose B as the set 
containing the rules with the maximal hit rate. 

4) Use affinity d ′  as defined: 
d ′ : X→[0,1] 

e → d ′  (e, B)= 1−αd(e, B) 
Finally, compute the hit rate (degree of affinity) of each rule in X, and select  
k for the k-Core (A). Because guesses/rules are limited to eight combinations, by 
simultaneously considering three attributes, we summarize the degree of affinity 
for each rule (ri) as follows: 
r1 : if x1 = 1 and x2 = 1, then y = 1, miss rate = 5/5 , hit rate (affinity degree) = 1 – 5/5 = 0 
r2 : if x1 = 1 and x2 = 1, then y = 0, miss rate = 5/5, hit rate (affinity degree) = 1 – 5/5 = 0 
r3 : if x1 = 1 and x2 = 0, then y = 1, miss rate = 4/5, hit rate (affinity degree) = 1 – 4/5 = 1/5 
r4 : if x1 = 1 and x2 = 0, then y = 0, miss rate = 3/5, hit rate (affinity degree) = 1 – 3/5 = 2/5 
r5 : if x1 = 0 and x2 = 1, then y = 1, miss rate = 3/5, hit rate (affinity degree) = 1 – 3/5 = 2/5 
r6 : if x1 = 0 and x2 = 1, then y = 0, miss rate = 5/5, hit rate (affinity degree) = 1 – 5/5 = 0 
r7 : if x1 = 0 and x2 = 0, then y = 1, miss rate = 5/5, hit rate (affinity degree) = 1 – 5/5 = 0 
r8 : if x1 = 0 and x2 = 0, then y = 0, miss rate = 5/5, hit rate (affinity degree) = 1 – 5/5 = 0 

After computation, we obtain the 0.2-core(A) = {r3, r4, r5}; if k = 0.4, then the 
0.4-core(A) = {r4, r5}. If a rule/guess, for instance, r = (x1, x2, y) (or ri) is capable 
of hitting the observed samples with a higher frequency (i.e., lower frequency of 
missing), then r = (x1, x2, y) or ri, has a greater degree of affinity with A, or rule 
ri is useful/valuable to explain the behavior of the samples collected/observed. 
Thus, if we set k = 0.4, we can easily determine the 0.4-core(A) by two rules: 
Rule 4 tells that the x1 = 1 (Fever) is not fatal, but Rule 5 warns the doctors that 
the x2 = 1 (Vomiting) caused by this new disease could kill a patient. Of course, 
as the sample size increases, and as the variety of these qualitative attributes in-
creases, using such simple thinking can approximate any affinity set A. 

Readers may be confused about the difference between our affinity data-
mining model and the model of association rules (Brossette et al., 1998); how-
ever, these two models are significantly different because: (a) a model of asso-
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ciation rules uses the support and confidence of conditional probability to mine 
useful rules, but an affinity model uses the subjectively defined closeness occur-
rence frequency of rules; (b) an affinity model assumes that, for instance,  
r = (x1, x2, y) is a vector in a metric/vector space, but the model of association 
rules does not make this assumption, and, more importantly, (c) it is possible to 
use various definitions in an affinity model in order to measure the degree of af-
finity. In this manner, it is not only possible, but easy to define the closeness be-
tween any two rules, or the distance from a rule to a specified group/set for fur-
ther use without statistical restrictions. 
 
3 Popular Data Mining Models 
 

In this section, we present a brief review of several data mining models popu-
larly used in medicine. These models include neural network (NN), rough set 
(Rosetta), support vector machine (SVM), decision tree (DT), association rule 
(AR) and logistic regression (LR). The LR model is popularly used in traditional 
statistical analysis in medicine (Delen, Walker, Kadam, 2005; Lavarc, 1999). 

The amount of data collected and stored in medical databases has dramati-
cally increased, due to advancements in automated data collection, and tradi-
tional data analysis techniques are no longer adequate for this volume of data 
(Brossette et al., 1998; Burke et al., 1997). For this reason, a number of non-
traditional techniques have been developed to represent these values. For exam-
ple, Delen et al. (2005) used artificial neural networks (ANN), decision trees 
(DT) and logistic regression (LR) to predict the survivability of breast cancer, 
concluding that ANN and DT both performed better than LR. Chang and Chen 
(2009) also used DT in combination with NN for skin diseases with prediction 
accuracy as high as 92.62%, which also outperformed LR. The rough set is an-
other powerful model in this field (Pawlak, 1991). Wilk et al. (2005) described  
a rough methodology used for identifying the most relevant clinical features and 
for generating decision rules based on selected attributes from a medical data set 
with missing values. These rules could help (ER) medical personnel in the triage 
(initial assessment) of children with abdominal pain. Hirono and Tsumoto (2005) 
introduced a rough representation of a region of interest (ROI) in medical im-
ages. The main advantage of this method was its ability to represent inconsisten-
cies between the knowledge-driven shape and image-driven shape of an ROI. As 
for the SVM, Meyfroidt et al. (2009) proposed a general overview of machine 
learning techniques, with a more detailed discussion of a number of these tech-
niques to encouraging doctors to use them. They also provided guidance for ap-
plications and directions of research for SVMs. When using SVM to predict the 
depth of infiltration in endometrial carcinoma based on transvaginal sonography 
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(Spackman, 1991), SVMs were more effective than logistic regression. Bazzani 
et al. (2001) used an SVM classifier to distinguish false signals from microcalci-
fications in digital mammograms. The SVM classifier performed slightly better 
than a classifier implemented using an ANN. Van Gestel et al. (2004) compared 
least squares SVMs with DT, Naive Bayes, and LR for the classification of 20 
benchmark datasets. They reported that SVMs exceeded the other methods in 
most of the datasets and were not significantly worse in the remaining datasets. 

Decision trees (DTs) and association rules (ARs) are other valuable tools in 
medical data mining. For example, Mugambi et al. (2004), addressed this issue 
using a novel hybrid multivariate decision tree comprising polynomial, fuzzy 
and decision tree structures. As for the association rules method, Delgado et al. 
(2001), introduced a new fuzzy approach to association rules among quantitative 
values in relational databases. These fuzzy association rules were more informa-
tive than rules related to precise values. They also introduced a new means to 
measure accuracy, and claimed that their work was more understandable and ap-
propriate than typical systems. Kuo and Shih (2007) applied an ant colony sys-
tem (ACS) to a large database of health insurance to derive association rules, and 
showed that the newly proposed method was able to provide more condensed 
rules than an a priori method. Computation time was also reduced. In addition, 
the LR model is commonly used in medicine; for example, Spackman (1991), Tu 
(1996) and Doig et al. (1993) all used LR models in their studies. However, the 
performance of LR was inferior to that of NN models. 

To summarize, the above data mining models made considerable contributions to 
overcoming the problems associated with data mining. We simply compare the 
aforementioned models as in Table 2 for their advantages and disadvantages.  
 

Table 2: Comparison of Data Mining Models 
 

Characteristics/Models SVM NN DT LR AR 
Advantages The prediction 

power is very 
strong  

The graphical 
construction  
of model  
is clear 

It is easy  
to use and  
explain  

It is easy  
to use and  
explain  

It is easy  
to catch the  
relationship  
between 
causes and 
consequences 

Disadvantages It is difficult  
to describe the 
clear rules  
between 
causes and 
consequences 

It is difficult  
to describe the 
clear rules  
between 
causes and 
consequences 

It is difficult  
to group and 
cluster when 
data are huge 

The explanatory 
power is weak 
if the data do 
not follow the 
statistical  
assumptions  

The explanatory 
power is weak 
if the data do 
not follow the 
statistical  
assumptions 

 



   Ch.-W. Chen, Y.-W. Chen, M. Larbani, T.-H. Li 

 

16 

Next, we compare the performance of the affinity model with that of the 
aforementioned models. The challenge for all of the data mining models is in the 
fact that the sample size was not large (only 645 units), and no statistical distri-
bution was pre-assumed for the data.  
 
4 Multi-objective Affinity Model for Data Mining 
 
In this study, Step 4 in Procedure 2.1 was extended to consider multi-objectives 
of affinity. In Procedure 2.1, it was logical and reasonable for the decision maker 
to select the value of k first; for example, Michnik et al. (2008) proposed a simi-
lar idea using the iterated algorithm to find the final k-core(A). However, it was 
not easy to operate in this manner for most actual cases, and selecting the value 
of k at the beginning is a particularly difficult task for inexperienced decision 
makers. Early in 2006, Wu et al. (2009) used a multi-objective affinity classifica-
tion system comparing ant colony optimization (ACO) in the classification  
of delayed diagnostics, and concluded that the multi-objective affinity set classi-
fication system was superior to the ACO system. Their fitness function of two 
objectives: z1, z2 is as follows (Wu et al., 2009): 
                                      f(z1, z2) = w1 × (N − z1) + w2 × z2                                   (5) 
where: 
z1 − number of rules in a subset, z1 < N; 
z2 − prediction accuracy of rules in a subset; 
N − maximal number of rules in a subset predetermined by the decision maker; 
w − weight of objective predetermined by the decision maker. 

In the above paper, Wu et al. (2009) used the weighing objective function (5) 
to rank the appropriate subset of rules by setting w1 = w2 = 0.5. Because z1 and z2 
were not in the same scale, the performance of z1 could be over-emphasized. In 
addition, Chen et al. (2009) used multi-objective ideas rather than selecting the 
value of k, and separated the data set into a training set and validation set, pro-
posing two criteria to select the final k-core(A): one was that each rule had to in-
clude at least two causes (x), the other was that the rule base had to be able to 
catch the validation set 100% of the time. Thus, e

AM (w0) ≥ 0.247 or k = 0.247 
were finally achieved. 

The study of Wu et al. (2009) did not demonstrate the potential power  
of multi-objective affinity classification system, which inspired us to compare 
the multi-objective affinity model with many traditional data mining methods. 
Furthermore, our fitness function for ranking the subset of rules was based on af-
finity, on which values ranged from 0 to 1 (normalized). This study extended and 
modified the research of Chen et al. (2009) and Wu et al. (2009) to a multi-
objective problem (Steuer, 1986). We assumed that a decision maker is unable to 
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select the value of k in the beginning, but has multiple goals to form the k-core 
(A). For example, he/she may want to minimize the size of the k-core(A), i.e., 
the number of rules is decreased, but desires the prediction accuracy of the  
k-core(A) to remain high. In such situations, there are conflicts between two 
goals, in attempting to minimize the number of rules while maximizing the predic-
tion accuracy of the rule base. Each rule set presents a possible feasible solution, and 
each rule set plays the role of set B in Procedure 2.1. In this case, B is evaluated by 
its objective of minimizing the number of rules and simultaneously maximizing the 
prediction accuracy. In Section 3, these two objectives are clearly defined according 
to their affinities. To achieve this, the affinity d′in Step 4 of Procedure 2.1 is newly 
defined by integrating the affinities of the aforementioned two objectives. 

The following is used to illustrate our new multi-objective approach to com-
puting d ′ in step 4 of Procedure 2.1. First, an initial rule set C of the best 100 
rules with highest affinities is prepared by Procedure 2.1. Here, too, we use the 
idea of Example 2.1. If rule ri is found in the training set once, then its corre-
sponding affinity degree is one divided by the size of the training set; if rule ri is 
found in the training set twice, then its corresponding affinity degree is two di-
vided by the size of training set, and so on. The degree of affinity for a rule in the 
training set is used as the prediction reference for the validation set, which is denoted 
by 

ir
aff  in the following. It is logical to say that if a rule is frequently found in the 

training set, then it has a higher degree of prediction power for the validation set and 
should be kept in C. Second, assume set B is randomly generated and B⊆C. B is 
chosen to approximate the final core of affinity set A. If the size of B, i.e., the num-
ber of rules in B, is norm(B), then our first affinity 1d ′ is defined as follows: 

                                            1d ′ = ]
)B(

[min
B norm

aff
i

i

r

r ∈
                                             (6) 

Third, we assume that the decision maker expects the number of rules in the 
final core to be small, but he hopes that it will contain at least fifteen rules. 
When the number of rules is more than fifteen, his satisfaction is reduced. Thus, 
we can simply define the second affinity 2d ′  as follows: 

                                                  2d ′ = )B(
15

norm                                                  (7) 

Here norm(B) is the size of B and 15 ≤ norm(B) ≤ 30 is assumed in this study. 
Thus, the new d ′  is defined as the well-known weighted function in multi-
objective programming theory (Steuer, 1986): 

                                               2211 dwdwd ′+′=′
                                               (8) 
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where w1 + w2 = 1 and w1, w2 ≥ 0. The weights of (w1, w2) are selected subjectively 
at the beginning. According to the new definitions above and Procedure 2.1, the it-
eration steps of this study are as follows: 
 

 
Figure 2. Process of Data Mining using the Multi-objective Affinity Model 
 

Step 0. Subjectively set the pair (w1, w2). In this study, w2 is set to 0.6 and w1 

is set to 0.4. This means we emphasize fewer rules to catch more observations. 
This is the Start stage. 

Step 1. Separate the sample data into two parts; for example, 80% of data are 
used for training and 20% for validation. At the same time, 

ir
aff  for each rule ri 

is computed in this stage and Procedure 2.1 is followed exactly to implement 
this step. We set a threshold to generate the initial rule base C: although thou-
sands of rules are generated by Procedure 2.1, only the rules with the top 100 af-
finities are retained. This is the stage of Generation of Initial Rule Base. 

Step 2. Randomly generate two rule sets, for instance, B1, B2 ⊆ C, to ap-
proximate the core (A). Each rule ri in Bj, j = 1, 2 has its causal part (x) and con-
sequence part (y). The size of Bj, i.e, norm(Bj) is also different for each rule set, 
but it is included between 10 and 30. Only two cores are generated at the begin-
ning. This is the stage of Rule Generation for Two Cores. 

Start 

   Rule Generation for Two Cores (B) 

  Compute Affinities for Two Objectives  

  Evaluation and Keep the Better Core 

Verifying 30 Iterations?  

Yes 

No 

Final Core  

Generation of Initial Rule Base (C) 
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Step 3. Apply Equation (4) to compute the minimal degree of affinity 1d ′  for 
each Bj, and apply Equation (5) to compute 2d ′ : the satisfaction felt by the deci-
sion maker with the size of Bj. After that, 2211 dwdwd ′+′=′  defined in Equation (8) 

is used to evaluate each Bj. In this case, Bj, j = 1, 2, subsets of X, are chosen as 
candidates for being the core of affinity set A (where core(A) is that set B for 
which d’ = 1). This is the stage of Computing Affinities for Two Objectives. 

Step 4. Keep only that Bj for which d’ is largest in Step 3 and return to Step 2 
to generate another B. This is the stage of Evaluation and Keeping the Better Core. 

Step 5. Repeat the steps 1–4 until the predetermined number of iterations has 
been reached. Here the number of iterations is set to 30. This is the stage of Veri-
fying 30 Iterations. 

Step 6. If 30 iterations are reached in Step 5, then output B as the approxi-
mated core of A. This is the stage of Final Core. 

Using these steps, 645 samples were used for training the neural network, 
rough set model (Rosetta), supporting vector machine (SVM), decision tree, as-
sociation rule, logistic regression and the multi-objective affinity model: the per-
formance of these models is compared in Section 5. 
 
5 Actual Example 
 

The objective of this research was to identify the core attributes leading to fre-
quent revisits of emergency patients in ED within a set period of time; simply 
speaking, doctors expect generating useful rules for avoiding revisits. The study 
uses the original data from the website of Kaoping Area Medical Emergency Re-
sponse Alliance (KAMERA). This site is the largest site in Taiwan for collecting 
trauma data of patients by more than 30 hospitals joining in an alliance. Doctors 
presented 645 samples of clinical data from 2008 (from Jan. to Dec.), and the 
samples were divided into two parts: the training set and the validation set. The 
training-validation ratio was established as 80%-20%, 70%-30% and 60%-40% 
of the data. The training set was used to derive rules from various data mining 
models and the validation set was used to draw the ROC curve to compare the 
performance of each model. On the basis of the availability of data retrieved 
from electronic medical records, physicians suggested nine possible influential 
attributes/causes {x} leading to emergency patient revisits of (y); age (x1), triage 
status (x2), healthcare provider (x3), time of visit (x4), length of ED stay (x5), 
breathing pattern (x6), blood-pressure (x7), pulse rate (x8), physician-patient ratio, 
(x9) and revisiting frequency (y), as shown in Table 3. The physician-patient ratio 
was defined as the number of on-duty physicians divided by the number of the 
patients in the ED within an 8-hour shift. 
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Table 3: Attributes of the Data Mining Model 
 

Attributes Interval Coding 

Age (x1) 

0-8 1 
9-18 2 
19-40 3 
41-65 4 
Over 66 5 

Triage status (x2) 
Level 1 (Severe) 1 
Level 2 (Moderate) 2 
Level 3 (Mild)  3 

Healthcare provider (x3) 

Pediatric emergency 1 
Emergency medicine 2 
Surgical emergency 3 
Others 4 

Time of visiting (x4) 
00:00-08:00  1 
08:00-16:00  2 
16:00-24:00  3 

Length of ED stay (x5) 

0-4 hours 1 
4-8 hours 2 
8-12 hours 3 
Over 12 hours 4 

Breath pattern (x6) 
Normal 1 
Abnormal 2 

Blood-pressure (x7) 
Normal 1 
Abnormal 2 

Pulse rate (x8) 
Normal 1 
Abnormal 2 

Physician – patient ratio (x9) 
High (1~1/20) 1 
Moderate (1/20~1/40) 2 
Low (Under 1/40) 3 

Revisiting frequency (y) 
One time 0 
More than one time 1 

 

Note: the index of medical capacity is defined as the number of the available doctors divided by 
the number of the patients in ED. 
 

The referential set X is defined as the vector space with the dimensionality  
of ten and attributes are discrete as in Table 3, r = (x1, x2, x3, x4, x5, x6, x7, x8, x9, y)∈X 
by Definition 2.10. The value of each xi (i = 1,2, … ,9) and y were randomly se-
lected from the attribute domain in Table 3. If any xi (i = 1,2, … ,9) had a value 
of zero, then this means that the corresponding attribute xi would not be consid-
ered in the formation of rules. 

Here, our new model and the popular data mining models above will be 
tested for their performance using the confusion matrix and ROC curve. 
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5.1 Confusion Matrix and ROC Curve 
 

We employed the confusion matrix (Collett, 2003) to compare the performance 
of our multi-objective affinity model and of other popular data mining models. 
In artificial intelligence, particularly for the binary consequences of information 
systems, a confusion matrix is a visualization tool typically used in supervised 
learning. Each column of the matrix represents instances in a predicted class, 
while each row represents instances in an actual class. One benefit of a confu-
sion matrix is that it is easy to observe whether the system is confusing two 
classes (i.e. commonly mislabeling one as another). For example, the following 
Table 4 shows the confusion matrix for a two-class classifier. The entries in the 
confusion matrix have the following meaning in the context of our study: a is the 
number of correct predictions that an instance is negative, b is the number of in-
correct predictions that an instance is positive, c is the number of incorrect pre-
dictions that an instance is negative, and d is the number of correct predictions 
that an instance is positive (Collett, 2003). 
 

Table 4: Confusion Matrix 
 

 
 

Several standard terms should be defined for this matrix: 
• Accuracy (AC) is the proportion of the total number of predictions that were 

correct. It is determined using the equation: 

dcba
daAC

+++
+

=
 

• The recall or true positive rate (TP) is the proportion of positive cases that 
were correctly identified, as calculated using the equation: 

dc
dTP
+

=
 

• The false positive rate (FP) is the proportion of negatives cases that were in-
correctly classified as positive, as calculated using the equation: 

ba
bFP
+

=
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• The true negative rate (TN) is defined as the proportion of negatives cases 
that were classified correctly, as calculated using the equation: 

ba
aTN
+

=
 

• The false negative rate (FN) is the proportion of positives cases that were in-
correctly classified as negative, as calculated using the equation: 

dc
cFN
+

=
 

• Finally, precision (P) is the proportion of the predicted positive cases that 
were correct, as calculated using the equation: 

db
dP
+

=
 

 

 
 

Figure 3. ROC Curve 
 

In addition, once the confusion matrix was prepared, the ROC curve could be 
easily drawn. The receiver operating characteristic (ROC) curve (Zweig, Camp-
bell, 1993) was used to compare the performance of our affinity model and  
of other models. In signal detection theory, a receiver operating characteristic 
(ROC), or simply ROC curve, is a plot of the sensitivity vs. 1 – specificity for  
a binary classifier system as its discrimination threshold is varied. The ROC can 
also be represented in the form of TP (true positive), FP (false positive), TN (true 
negative) and FN (false negative). For example, if a rule predicts that a patient 
has a high frequency of revisits (positive), and it really happens, then this is a TP 
case; on the contrary, if it doesn’t happen then this is an FP case. The number  
of TPs and TNs should be reasonably large for a good prediction model. The di-
agnostic performance of a test or the accuracy of a test to distinguish cases  
of disease from normal cases was evaluated using ROC curve analysis (Zweig, 
Campbell, 1993). Receiver operating characteristic (ROC) curves can also be 
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used to compare the diagnostic performance of two or more laboratory or diag-
nostic tests (Collett, 2003) − see Figure 3. If the plotted ROC curve of a model is 
more north-west skewed, or the area under the ROC curve is larger, then this 
model is more beneficial. The confusion matrices and the ROC curves are avail-
able in Section 4 for each data mining model. 
 
5.2 Performance of Models 
 

Case I, Case II and Case III show the results of training-validation rates at 80%- 
-20%, 70%-30%, and 60%-40%, respectively. For simplicity, in the following 
tables, we use MA for the multi-objective affinity model, NN for the neural net-
work model, RS for the rough set model, SVM for the model of supporting vec-
tor machine, DT for the decision tree model, AR for the model of association 
rules and LR for logistic regression model. For the accuracy and TP indeces the 
larger value the better; while for the FP index the converse is true: the smaller 
value the better. The ROC curve was used to compare these models in the end. 
 

Case I: Training-validation rate of 80%-20% 
The performance of each model for Case I is summarized in the following  
Tables 5-6. 
 

Table 5: Confusion Matrix of Case I 
 

Actual/Predicted 0 1 

0 
55(MA), 44(NN), 

41 (RS), 62(SVM), 32(DT), 
28(AR), 62(LR) 

12(MA), 24(NN), 27(RS), 
6(SVM), 36(DT), 40(AR), 6(LR) 

1 
13(MA), 18(NN), 24(RS), 

17(SVM), 30(DT), 24(AR), 
53(LR) 

50(MA), 43(NN), 37(RS), 
44(SVM), 31(DT), 37(AR), 

8(LR) 

 
Table 6: Performance of Case I 

 

Model MA NN RS SVM DT AR LR 
Accuracy 81.6% 67.4% 60.5% 82.2% 48.8% 50.4% 54.3% 
TP 78.7% 70.5% 60.7% 72.1% 50.8% 60.7% 13.1% 
FP  17.6% 30.3% 39.7% 8.8% 52.9% 58.8% 8.8% 

 
In the first case, SVM performed best (Accuracy = 82.2%), MA was a little 

behind SVM (Accuracy = 81.6%). In addition, the decision tree model had the 
poorest performance (Accuracy = 48.8%). 
 
 
 
 



   Ch.-W. Chen, Y.-W. Chen, M. Larbani, T.-H. Li 

 

24 

Case II: Training-validation rate of 70%-30% 
The performance of each model for Case II is summarized in the following Tables 7-8. 
 

Table 7: Confusion Matrix of Case II 
 

Actual/Predicted 0 1 

0 
78(MA), 63(NN), 57(RS), 

88(SVM), 45(DT), 43(AR), 
3(LR) 

16(MA), 31(NN), 37(RS), 
6(SVM), 49(DT), 51(AR), 

91(LR) 

1 
20(MA), 34(NN), 40(RS), 

26(SVM), 45(DT), 51(AR), 
0(LR) 

81(MA), 66(NN), 60(RS), 
74(SVM), 55(DT), 49(AR), 

100(LR) 
 

Table 8: Performance of Case II 
 

Model MA NN RS SVM DT AR LR 
Accuracy 81.6% 66.5% 60.3% 83.5% 51.5% 47.4% 53.1% 
TP 79.0% 66.0% 60.0% 74.0% 55.0% 49.0% 100% 
FP 16.0% 33.1% 39.4% 6.4% 52.1% 54.3% 96.8% 

 

In the second case, SVM performed best (Accuracy = 83.5%), and MA was 
still a little behind SVM (Accuracy = 81.6%). In this case, the model of associa-
tion rules had the lowest accuracy of 47.4%. Furthermore, logistic regression 
had had uncommonly high TP and FP, which hints that the performance of this 
model is unstable. 
 

Case III: Training-validation rate of 60%-40% 
The performance of each model for Case III is summarized in the following Tables 9-10. 
 

Table 9: Confusion Matrix of Case III 
 

Actual/Predicted 0 1 

0 
103(MA), 80(NN), 77(RS), 

119(SVM), 68(DT), 64(AR), 
48(LR) 

26(MA), 47(NN), 50(RS), 
8(SVM), 59(DT), 63(AR), 

79(LR) 

1 
25(MA), 43(NN), 52(RS), 

33(SVM), 51(DT), 62(AR), 
48(LR) 

106(MA), 88(NN), 79(RS), 
98(SVM), 80(DT), 69(AR), 

83(LR) 
 

Table 10: Performance of Case III 
 

Model MA NN RS SVM DT AR LR 
Accuracy 82.2% 65.1% 60.5% 84.1% 57.4% 51.6% 50.7% 
TP 79.9% 67.2% 60.3% 74.8% 61.1% 52.7% 63.3% 
FP  21.0% 37.0% 39.4% 6.3% 53.5% 49.6% 62.2% 

 

In the third case, SVM performed best (Accuracy = 84.1%), followed by MA 
(Accuracy = 82.2%). Moreover, logistic regression had the poorest accuracy of 
50.7%. Finally, the ROC curves and the area under each model are presented in 
the following, to illustrate the computational results above. 
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Table 12: Generated Rules of the Multi-objective Affinity Model 
 

Rule x1 x2 x3 x4 x5 x6 x7 x8 x9 y 
r1 - 3 - - - 1 1 - - 1 
r2 - - - - 1 1 1 - - 1 
r3 - 3 - - 1 - - - - 0 
r4 - 2 - - - - - - 2 1 
r5 - 3 2 - - - - - - 0 
r6 - - - - 1 1 - - 2 1 
r7 - 3 - - - - - - 2 1 
r8 - - 2 - 1 - - - - 0 
r9 - - - - - 1 1 - 2 1 
r10 - - 2 - - 1 1 - - 1 
r11 - - 2 - - - 2 - - 0 
r12 - 3 - - 1 - 1 - - 1 
r13 - - - 3 1 - - - - 0 
r14 - 3 2 - - - - - 2 1 
r15 - 3 - - - - 2 - - 0 
r16 - 3 - - - - 1 - 2 1 
r17 - 3 - 3 - - - - - 0 

 

Note: “-” means that the corresponding attribute is ignored. 
 

According to Table 12 and the definition of variables in Table 3, we focus on the 
causes {xi}, which lead y to 1. Here x2 ranges from 2 to 3, x3 is at most 2, x5 is at 
most 1, x6 is at most 1, x7 is at most 1 and x9 is at most 2. Therefore, these rules 
(grey squares) could be interpreted as follows: if a patient’s triage scale (x2) is two 
or three, or visiting service (x3) is in the division of emergency medicine, or stay in 
the ED (x5) is less than four hours, or breath pattern (x6) appears normal, or blood 
pressure (x7) is within normal limit, or the physician-patient ratio (x9) is in the mid-
dle level, then the revisiting frequency (y) is high. Interestingly, the mining results 
of {x6, x7} above closely match the conclusions in Chen et al. (2009). That is, when 
the patient looks fine, then his/her frequency of revisiting the ED could be high. 
 
5.3 Discussions 
 

The following discussions are results of brain storming with the physicians using 
their clinical experiences. According to the results of this study, patients with 
abnormal blood pressure and breath patterns revisited less frequently. It is com-
monplace for physicians to pay more attention to patients with unstable vital 
signs (Aaland, Smith, 1996; Chen et al., 2009) rather than to those patients who 
appear normal. In such cases, more real-time, comprehensive, continuous and 
thorough/whole examinations tend to be performed and developed, and their 
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problems are more likely to be addressed adequately during their initial stay in 
the ED, thereby avoiding possible revisits. On the other hand, the patients tri-
aged as levels 2 or 3 are conventionally termed non-critical patients.  

Our results show that a physician-patient ratio at a moderate level is associ-
ated with a higher rate of revisits. This could result from the fact that when  
a physician cares for too many patients, he/she will fail to provide adequate 
medical service for all of them. Nevertheless, a higher revisit rate was not found 
in the group with low physician-patient ratio.  

To summarize, we propose the following issues: 
1) Compared to the level 1 group in triage, groups 2 and 3 are relatively ambu-

latory, with less severity of illnesses. They might receive less medical treat-
ment with fewer aggressive interventions, resulting in more unplanned revis-
its. The aforementioned observation tells us that the patient’s situation in ED 
is dynamic and unpredictable, and therefore an innovative, complete and ef-
fective process for examining patients is required. 

2) The low physician-patient ratio could impair the operational efficiency of the 
ED, thereby blocking patient’s intention to revisit. Having the impression of 
receiving suboptimal care in the same ED, those patients may seek aid in 
other hospitals. However, this assumption needs more evidences to prove. 

3) Humans are fallible, also in their observations of patients. If the medical per-
sonnel (doctors and nurses) is not able to pay full attention to patients in the 
short run, then a real-time and whole process for examining the vital signs of 
patients is suggested. Therefore, wearable devices for ED patients could be 
valuable. We could respond faster and more correctly by continuously moni-
toring or early alerting these patients to avoid unplanned revisits. 

 
6 Conclusions and Recommendations 
 
The explanatory power of the affinity model is better than that of most of the ex-
isting models. However, the data collected in this study regarding revisiting pa-
tients may have lacked some important/hidden attributes/features, detracting 
from the effectiveness of the mining results. The affinity model will certainly be 
able to provide decision makers with more satisfactory results, once the struc-
tural model is further enhanced. Other mapping/projection methods based on af-
finity may also generate effective rules to overcome problems associated with 
data mining. It is worth noting that: (a) the affinity model is quite simple, (b) it 
does not require explicit membership functions (Zadeh, 1965), and (c) it has sig-
nificantly better performance than existing models. For further research, we pro-
pose the application of the affinity model to more complex data mining medical 
problems and other areas. 
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