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MULTI-CRITERIA DECISION MAKING IN PROJECT 

ENVIRONMENT USING DECISION TREES AND REAL 
OPTIONS – A COMPARISON OF METHODS 

 
Summary: The complexity of modern projects makes the proper management crucial. The 
volatile environment of the XXI century means that it is important to choose the right deci-
sion at the right moment. During the life of project there is the need to make many deci-
sions, which are embedded in time. Moreover, in many cases evaluation of these decisions 
depends on multiple criteria. Two approaches are poposed to deal with such situation: 
Multicriteria Decision Tree and Multi-State Real Options (MSRO). The paper compares 
areas of applicability, limitations and advantages of these methods. As result, it is concluded, 
that MSRO method is more specific and can be used only in situations where exist real 
options. 
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Introduction 
 

The volatile environment of the XXI century is multifaceted. This is partic-
ular important in projects of sustainable development. According to the princi-
ples of sustainable development, results of the project, depend on certain factors, 
which may be economic, social and environmental ones. If we consider more 
than one factor, the problem is converted from a simple valuation to a multi-
criteria evaluation problem. This approach is widely discussed in the literature. 
The framework for project-level decisions, leading to more sustainable man-
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agement and development, is proposed in [Comello, 2012]. The ecological, eco-
nomic and social sources of landscape valuation are discussed in [Plottu, Plottu, 
2012]. Heidkamp’s paper [2008], proposes a theoretical framework for the inte-
gration of economic and environmental aspects into the decision making process 
for sustainable development strategies. 

Perceived opportunities and threats lead us to change the present state into  
a more desirable one. The most effective way to do this is by implementing pro-
jects. Project management is the most effective way of development. The com-
plexity of modern projects makes the proper management crucial. It also forces 
us to new ways of looking at project management. When choosing a project, it is 
necessary to consider not only certain results but also the future possibilities. 
This is also important when we choose the right moment to make decisions in 
project environments. 

Two ways of dealing with decisions in dynamic environment are considered 
here: decision trees and real options. The paper compares areas of applicability, 
limitations and advantages of these methods. Taking into account multifaceted 
environment, which leads to multi criteria decision making problems, we present 
multi-criteria extensions of these methods. Second section presents the basics of 
multi criteria decision trees. In third section we consider origin of real option 
method based on binomial tree method. In the fourth section multi-criteria exten-
sions of these methods are compared. 
 
 
1. Multi-criteria decision trees 
 

Decision tree is a well known and widely used tool for modelling and solv-
ing multi-stage decision making problems under risk [Keeney, Raiffa, 1976; von 
Winterfeld, Edwards, 1986; Covaliu, Oliver, 1995]. Through a graphical repre-
sentation, even complex decision situation can be clearly presented to the DM. 
Three types of nodes are used in a decision tree: decision nodes (represented by 
squares), chance nodes (represented by circles) and final nodes (represented by 
dots). The branches leaving decision nodes represent decisions that can be made 
at this node, while the branches leaving chance nodes represent states of nature, 
that are not controlled by the DM, but affect the decision process. The tree illus-
trates a multi-period decision making process, which starts at the initial decision 
node. The aim is to identify optimal decision for each decision node. Decision 
trees are also used in project environment [Chiu, Gear, 1979; Granot, Zuckerman, 
1991; Hess, 1993]. 
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Decision trees are typically used for single criterion decision problems.  
A Multi-criteria Decision Tree (MCDT) was analysed by Haimes, Li and 
Tulsiani [1990], who proposed a method for generating the set of efficient solu-
tions. Lootsma [1997] combined decision tree with two cardinal methods: multi-
plicative AHP and SMART in order to aggregate multidimensional consequences. 
In [Frohwein, Lambert, 2000; Frohwein, Haimes and Lambert, 2000] conditional 
expected value as a measure of risk of rare events was used. More recently Frini, 
Guitouni and Martel [2012] solved the multi-criteria decision tree problem without 
generating the set of all efficient solutions. Their approach combined advantages 
of decomposition with the application of multi-criteria decision aiding (MCDA) 
methods at each decision node. 

An alternate concept for modelling multi-period decision processes that was 
proposed recently uses hybrid anticipatory networks [Skulimowski, 2014]. It as-
sumes that that the DM takes into account the anticipated outcomes of future 
decision problems linked by the causal relations with the present decision prob-
lem. The problem is represented by a multi-graph, where decision problems are 
modelled as nodes linked causally and by one or more additional anticipation 
relations. In [Nowak, 2013] an interactive technique based on INSDECM proce-
dure presented in [Nowak, 2006] was used to solve a multi-criteria decision tree 
problem. This method has been extended in [Nowak, 2016]. 

As the size of the tree increases roughly exponentially with the number of 
variables [Kirkwood, 1993], it can be successfully used only for relatively small- 
-size problems. 
 
 
2. Multi-State Real Options 
 

Spotted opportunities and perceived threats lead us to change the present 
state, striving for continuous development. The most effective way to make this 
change is through conducting projects. When resources are limited, it is essential 
to choose the right project and start it at the most appropriate time. This choice is 
based on an evaluation of the project value. 

The standard approach in the valuation of real options is based on one fac-
tor, called the state variable. There have been attempts to take into account mul-
tiple state variables. The first attempt, on the basis of financial options, was made 
by Boyle [1988], who took into account two assets. Guthrie [2009] also described 
problems for which it was necessary to consider a number of variables. In these 
attempts, different criteria were brought to a common financial denominator. 
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Valuation of Multi-State Real Options (MSRO) are based on the CRR method 
proposed by Cox, Ross and Rubinstein [1997]. Since many factors are assumed 
to be relevant, an extension of this method was proposed [Targiel, 2013b]. The 
new method consists of several steps: creating a decision tree (D-Tree), building 
a tree of state variables (X-Tree), building a project value tree (V-Tree), and at 
the end, determining efficient decisions. In a D-Tree, all the possible states of the 
project are recognized. They may represent different phases or specific stages for 
activities. The possible decisions that could be made when considering a state, 
are also recognized. Making a decision leads to a transition from one state to 
another. All possible transitions are identified. The X-Tree shows the possible 
changes in state variables and comprises the set of possible scenarios. This is  
a discrete approximation of stochastic process which describes state variable. In 
CRR method binomial tree is used, which parameters are estimated based on 
historical data in the calibration process. 

Next step is building a tree of the project values (V-Tree). If a project eval-
uation is based on many state variables, values are therefore presented in a vec-
tor. The calculation of the value of the V-Tree begins from the end (final value). 
We assume that the final value of the project is a function of state variables. On 
this basis, the remaining values of the V-Tree are successively calculated. 

The most important thing is to determine efficient decisions. The applica-
tion of the proposed method leads to backward induction, in which we consider 
sets of efficient decisions based on the value of the project. Effective decision 
also gives an effective moment of decision. Several methods have been used for 
this purpose. In [Targiel, 2013a] weighted average method was proposed, while 
in [Targiel, 2015] TOPSIS method was applied. 
 
 
3. Comparison of methods 
 

Multi-Criteria Decision Trees are used to solve problems where dynamic 
multicriteria decision making problem under risk is considered. It is defined as 
follows:  
1.  The decision process consists of T periods. At each period, a decision must 

be made. Any decision made at period t determines the characteristics of the 
problem at period t + 1.  

2.  Risk is taken into account. It is assumed that states of nature are defined for 
each period and are modelled by probabilistic distributions.  

3.  Multiple conflicting criteria are considered.  
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Under following notation:  
•  T   – number of periods,  
•  tN   – the set of decision nodes of period t  (for = 1,...,t T ):  

 { }1 ( )= ,..., ,...,t t t t
k m td

N n n n  (1) 

•  1TN +  – the set of terminal nodes,  

•  { }1( ) ( ) ( )= ,..., ,...,t t t t
k k i k m ka

A a a a  – the set of alternatives at node t
kn ,  

•  { }, 1( , ) ( , ) ( , )= ,..., ,...,t t t t
k i k i j k i m k ie

E e e e  – the set of states of nature emerging from 

alternative ( )
t
i ka ,  

•  ( , )
t
j k ip  – probability that ( , )

t
j k ie  occurs. 

Of course for all t = 1, … , T, k = 1, … , ( )dm t , i = 1, … , ( , )em t k  the fol-

lowing condition must be satisfied: 

  
( , )

( , )
1

1
em k i

t
j k i

j
p

=

=∑  (2) 

Under this notation, we can define transition function as follows: 

 1 = ( , ( ), ( , ( )))t t t t t tk k i k j k i k+ Ω  (3) 

where kt is index of decision node, i(kt) states for the index of the decision, and 
j(kt, i(kt)) represents the index of the state of nature. 

The aim of the analysis is to specify the strategy that should be implement-
ed by the DM. It is defined by a decision at the initial node and decisions at all 
nodes that may be achieved as a result of decisions made in previous periods. 
Each strategy is composed of partial strategies, which consists of decisions made 
at the particular node of period t and decisions made in next periods. We will 
denote partial strategy by ( )

t
l ks  As we assume that a single decision node is de-

fined for the first period, so 1
( )l ks  a strategy for the whole decision process. 

Expected value is a common measure of performance for decision making 
in the face of risk. The strategy optimizing this measure can be identified using 
folding-back and-averaging-out procedure, which makes possible to eliminate 
inferior policies at intermediate nodes. If multiple criteria are considered and all 
are evaluated by expected values, the similar procedure can be applied to identi-
fy efficient strategies [Haimes, Li and Tulsiani, 1990]. 



Multi-criteria decision making in project environment... 

 
103 

In Multi-State Real Options (MSRO), D-Tree is defined using following 
notation. For t = 0,..., T  we define sets:  
•  tY  – set of all feasible states in time t ,   
•  ( )t tD y  – set of all feasible decision in time t , in state t ty Y∈ ,  
•  tR  – the set of all period realization tr  in time t . ( tr  is ( , )t ty d ).  

We can define transition function: 

 1: ( , ) ,t t t tY D Y +Ω →  (4) 

 1: = ( , ).t t t ty y d+Ω Ω  (5) 

D-Tree is defined as: 

 { }0 0,..., 1 1= = ( ,..., ) : = ( , ) ( ) .T t T t t t t t tR r r r y y d d D y∈ − +∀ Ω ∧ ∈  (6) 

Under some assumption we can transfer this model into decision tree:  
•  D-Tree, X-Tree and V-Tree nodes are defined in the same time moments t , 
•  decisions td  in each step are alternative ta  to take action or not,  

•  action can be taken only once,  
•  in each node only one of two events can occur: value of state variable moves 

up or moves down to the same extent for each node. This extent can be esti-
mated during calibration,  

•  probability t
up  of move up gives probability of move down 1 t

dp−  and they 

are the same during all time. Those probabilities can also be estimated during 
calibration.  

Under such assumptions process realization r  is equivalent with strategy 
for the whole decision process 1

( )l ks . Series of period realization beginning in 

moment t  – 1( , ,..., )t t Tr r t+  is partial strategy by ( )
t
l ks .  

In both methods partial strategies are evaluated using multi-criteria meth-
ods. In MCDT different measures of effectiveness are considered, like expected 
value, probability of some events, conditional expected value. In MCRO only 
expected value is used. Moreover, according to assumption that project is proper 
managed in each stage we can choose final effective alternative (in each decision 
node). This approach radically reduce number of considered strategies, avoiding 
curse of dimension. Calculated expected values creates V-Tree, Nodes of this 
tree are used in calculations further evaluations for previous stages.  
 
 



Maciej Nowak, Krzysztof S. Targiel 

 
104 

Conclusions 
 

In paper we compare two methods of multi-criteria decision-making Multi- 
-Criteria Decision Tree (MCDT) and Multi-State Real Options (MSRO), which 
were considered in the project environment. MCDT method is more general. 
With some assumptions, which have been presented in the work, the problem 
described as a real option can be transferred to this method.  

MCRO method as more specific, can be used in situations where exist real 
options. There must exist more than one variable, which can be modelled using 
stochastic processes. Advantage of this method is the way of calculation proba-
bilities, which in MCDT method is not specified.  

In this paper, we focused only on one aspect of the described methods, 
namely the description of the decision-making process. Equally interesting is to 
compare the ways of decisions valuation, that is the criteria system. This is the 
subject of future research. Applications of those methods in various areas, like 
project portfolio management, innovation management and supply chain man-
agement must also be considered. 
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WIELOKRYTERIALNE DECYZJE W PROJEKTOWANIU 
ŚRODOWISKOWYM WYKORZYSTUJĄCE DRZEWA DECYZYJNE  

I OPCJE REALNE – PORÓWNANIE METOD 
 
Streszczenie: Złożoność nowoczesnych projektów sprawia, że zarządzanie ma kluczowe 
znaczenie. Niestabilne środowisko XXI w. oznacza, że ważne jest, aby podjąć właściwą 
decyzję w odpowiednim momencie. W trakcie realizacji projektu konieczne jest podjęcie 
wielu decyzji osadzonych w czasie. Ponadto często ocena tych decyzji zależy od wielu 
kryteriów. W celu rozwiązania takich sytuacji pojawiają się dwa podejścia: wielokryte-
rialne drzewo decyzyjne i wielostanowe opcje realne (MSRO). W pracy porównano 
obszary zastosowań, ograniczenia i zalety tych metod. W rezultacie stwierdzono, że meto-
da MSRO jest bardziej specyficzna i może być stosowana tylko w sytuacjach, w których 
istnieją opcje realne. 
 
Słowa kluczowe: drzewo decyzyjne, opcja realna, podejmowanie decyzji wielokryte-
rialnych. 


