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Abstract. In this paper we present different approaches to the transformation of the second 

order ordinary differential equation, with respect to adequate boundary conditions, into  

integral equations. The obtained equations are Fredholm integral equations of the second 

kind. Next, a numerical method based on quadrature methods has been proposed to get an 

approximate solution of these equations. 
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1. Introduction  

In this paper we consider the following ordinary differential equation with ade-

quate boundary conditions on the interval [ ],t a b∈  

 ( ) ( ) ( )2 2
D x t x t f t+ ω =  (1) 

where 2 2 2
/D d dt≡ , ( )2

[ , ]x C a b∈ , and ω is a constant. The boundary value  

problem (BVP) (1) is well known and its exact solution may be found in many 

standard introductions to ordinary differential equations [1-3].  

Changing the ordinary differential equations of second order into an integral 

equation is another possibility of solving the BVP. In several investigations, the 

second order differential equation (1) is transformed into a Volterra non-

homogeneous integral equation [4, 5]. This approach is one of the most known but 

not the only. 

In this paper we present different approaches to reduction of the BVP for the 

second order ordinary differential equation (1) to an integral equation (Volterra or 

Fredholm). 
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2. Main results 

Let us start from the definition of integral operators (assuming that 

( ) ( )
t

a a

I x t x s ds
+

= ∫  and ( ) ( )
b

b t

I x t x s ds
−
= ∫ ) 

 ( ) ( ) ( )
,

:

t u

a a a a

a a

x t I I x t x s ds du
+ + + +

= = ∫ ∫I  (2) 

 ( ) ( ) ( )
,

:

t b

a b a b

a u

x t I I x t x s ds du
+ − + −

= = ∫ ∫I  (3) 

 ( ) ( ) ( )
,

:

b u

b a b a

t a

x t I I x t x s ds du
− + − +

= = ∫ ∫I  (4) 

 ( ) ( ) ( )
,

:

b b

b b b b

t u

x t I I x t x s ds du
− − − −

= = ∫ ∫I  (5) 

In the following part of the paper we will use the composition rules of operators 

(2)-(5) with the second order differential operator D
2
 

 ( ) ( ) ( ) ( ) ( )2

,
'

a a

D x t x t x a t a x a
+ +

= − − −I  (6) 

 ( ) ( ) ( ) ( ) ( )2

,
'

a b
D x t x t x a t a x b

+ −
= − + + −I  (7) 

 ( ) ( ) ( ) ( ) ( )2

,
'

b a
D x t x t x b b t x a

− +
= − + − −I  (8) 

 ( ) ( ) ( ) ( ) ( )2

,
'

b b
D x t x t x b b t x b

− −
= − + −I  (9) 

Analysing the above results, we can see that in each case a set of four boundary 

conditions {{x(a), x’(a)}, {x(a), x’(b)}, {x’(a), x(b)}, {x(b), x’(b)}} arises.  

Now, we will consider four cases of acting of each integral operator on the  

considered differential equation (1). 

Case 1: By using the integral operator (2) acting on Eq. (1) we obtain 

 ( ) ( ) ( )2 2

, , ,a a a a a a

D x t x t f t
+ + + + + +

+ω =I I I  (10) 

Next, we use the composition rule of operators (6) and finally we get 

 ( ) ( ) ( )2

1,
+ +

+ ω =
a a

x t x t g tI  (11) 

where ( ) ( ) ( ) ( ) ( )1 ,
'

a a
g t x a t a x a f t

+ +
= + − + I . Eq. (11) is the integral form of the 

considered equation (1).  



      Transformation of the second order boundary value problem into integral form - different approaches … 105

In a similar way, integral operators (3)-(5) acting on Eq. (1) we obtain the  

following integral equations - cases 2-4. 

Case 2: by using operator (3) 

 ( ) ( ) ( )2

2,
+ −

−ω =
a b

x t x t g tI  (12) 

where ( ) ( ) ( ) ( ) ( )2 ,
'

a b
g t x a t a x b f t

+ −
= + − − I .  

Case 3: by using operator (4) 

 ( ) ( ) ( )2

3,
− +

−ω =
b a

x t x t g tI  (13) 

where ( ) ( ) ( ) ( ) ( )3 ,
'

b a
g t x b b t x a f t

− +
= − − − I . 

Case 4: by using operator (5) 

 ( ) ( ) ( )2

4,
− −

+ ω =
b b

x t x t g tI  (14) 

where ( ) ( ) ( ) ( ) ( )4 ,
'

b b
g t x b b t x b f t

− −
= − − + I . 

It is worthwhile to note that Eqs.
 
(11)-(14) are non-homogeneous Fredholm  

integral equations. One can note that in the all cases one boundary condition of the 

first kind and one of the second kind occur. If we would like to consider Eq. (1) 

with boundary conditions only of the first kind on the both boundaries we need to 

make simple transformations of one of above integral equations. The aim of these 

transformations is to determine an unknown value of boundary condition on the  

basis of the given boundary condition of the first kind. 

Using Fubini’s theorem [4, 5] the integral operators (2)-(5) can be written in the 

following forms 

 ( ) ( ) ( ) ( )1 1,

, if
, , with ,

0, if

b

a a

a

t s s t
x t K t s x s ds K t s

s t
+ +

− ≤
= = 

>
∫I  (15) 

 ( ) ( ) ( ) ( )2 2,

, if
, , with ,

, if

b

a b

a

s a s t
x t K t s x s ds K t s

t a s t
+ −

− ≤
= = 

− >
∫I  (16) 

 ( ) ( ) ( ) ( )3 3,

, if
, , with ,

, if

b

b a

a

b t s t
x t K t s x s ds K t s

b s s t
− +

− ≤
= = 

− >
∫I  (17) 

 ( ) ( ) ( ) ( )4 4,

0, if
, , with ,

, if

b

b b

a

s t
x t K t s x s ds K t s

s t s t
− −

≤
= = 

− >
∫I  (18) 

It should be noted that the following properties occur 
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 ( ) ( ) ( ) ( )
, ,

for arbitrary

b

a a b a

a

x t x t b s x s ds C a t b
+ + − +

+ = − = ≤ ≤∫I I  (19) 

 ( ) ( ) ( ) ( )
, ,

for arbitrary

b

a b b b

a

x t x t s a x s ds C a t b
+ − − −

+ = − = ≤ ≤∫I I  (20) 

Let us write the above integral equations (11)-(14) in a more general form 

 ( ) ( ) ( ) ( ), , for 1, ,4

b

m m

a

x t K t s x s ds g t m± = =∫ …  (21) 

where ( )
m

g t  are the right-hand sides of equations (11)-(14), respectively. 

3. Numerical solution 

We solve Eqs. (11)-(14) by using the Nystrom method [6, 7]. The integral  

operators (15)-(18) we approximate using a quadrature rule 

 ( ) ( ) ( ) ( )
0

, ,

b n

m m j j j

ja

K t s x s ds K t s x s w

=

≅∑∫  (22) 

where wj, j = 0,1,…,n are the weights of the quadrature rule and n + 1 is a number 

of discretised points. We solve Eq. (21) on a mesh with uniform spacing: 

i
t a i t= + ∆ , 0,1,...,i n= , and ( ) /t b a n∆ = − . We can choose one of many known 

quadratures. For example, for the trapezoidal method we assume: w0 = wn = ∆t/2 

and wj = ∆t, for j = 1,…,n − 1. 

We evaluate equations (21) for m = 1,…,4 at the quadrature points in the form 

 ( ) ( ) ( ) ( )2

0

,

n

i m i j j j m i

j

x t K t s x s w g t
=

± ω =∑  (23) 

In every function gm the part with integral operator of function f occurs. If f is 

a simple analytical function, then one can try to find the analytical formula. In the 

general case, the numerical formula (22) is useful. 

In matrix notation, the equations (23) can be written as 

 ( )2

m
m

±ω ⋅ =I K x g  (24) 

where x  and g
m
 are the vectors ( ) ( ) ( )0

,..., ,...,=   x

T

i n
x t x t x t , 

( ) ( ) ( )0
,..., ,...,=   g

T

m m m i m n
g t g t g t  and Km  is matrix ( ){ }

( ) ( ),
1 1+ × +

= ⋅Km m ji j
n n

K w  



      Transformation of the second order boundary value problem into integral form - different approaches … 107

and ( ) ( )
,

,≡
m m i ji j

K K t s  for i = 0,…,n and j = 0,…,n. In this way we obtain a sys-

tem of n + 1 linear algebraic equations in n + 1 unknowns.  

4. Example of numerical simulations 

For implementing the presented method for solving Fredholm integral equations 

for four cases, we choose the example for which the exact solution is known (for 

comparison with the approximate solutions). Let us assume that the analytical solu-

tion of Eq. (1) for ω = π  and ( ) ( )2 sinf t t= π π  is of the form 

 ( ) ( )cosx t t t= − π  (25) 

and on this basis, we determine a set of the boundary conditions for a = 1 and  

b = 3: ( ) 1x a = , ( ) 3x b = , ( )' 1x a =  and ( )' 1x b = . 

 

 

Fig. 1. Plots of differences between analytical solution (25) and four cases of numerical 

solutions of Eq. (1) for n = 1000 

 

Fig. 2. Average errors of numerical solutions for different values of n 
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The numerical solutions of integral equations (11)-(14) have been evaluated for 

four cases. In the all cases, these solutions should be close to the given analytical 

solution (25). In Figure 1 we show the computed errors as differences between  

analytical and numerical solutions: xanal(ti) − xnum(ti) obtained for n = 1000. The 

Figure 2 presents the values of average errors defined as 

 ( ) ( ) ( )
0

1

1

n

avg anal i num i

i

Error n x t x t
n

=

= −

+
∑  (26) 

for different values of parameter n. One can see that the behaviour of the numerical 

solutions as we increase n gives smaller errors (as expected). 

5. Conclusions 

In this work, we applied various ways of integration of the second order non-

homogenous differential equation. In this way we obtained four cases of Fredholm 

integral equations of the second kind with different kernels. Each case concerns the 

application of a set of adequate boundary conditions. The advantage of this  

approach is boundary conditions applied in a straightforward manner which will be 

satisfied by the considered BVP. Next, numerical method based on quadrature 

methods has been proposed to approximate the solution of these Fredholm integral 

equations. From the results of numerical examples, one can note that the proposed 

numerical method is efficient and accurate to estimate the solution of these integral 

equations. Moreover, we show that when the value of mesh step decreases, the  

errors decrease to the small values. 
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