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Abstract. The article is devoted to the successive approximations method combined with
the series method and its application tor finding of expected incomes in HM-network sys-
tems with limited waiting times in queues and one-type messages. The properties of succes-
sive approximations were researched. The example of implementation of the described
method is calculated.

1. Expected incomes of HM-network with limited waiting times
in queues

Iet's consider the HM-network of arbitrary topology with one-type messages;
the network consists ol #11 queucing systems (QS) §,,.8......S, (S,- external envi-
ronment), in a general case the QS can be multiline and contains m, service lines,
i=ln. The state of such network could be described by vector
k(ty=(k.ks....k,.1). where & - number of messages in system S, in the moment

i=Ln. The incoming flow arrives in the network with rate 4. Let’s denote the
service rate in system S, {in case when %, messages are in it) as ,u,(k,); Py, -

probability of message (ransicr [rom the cexicrnal cnvironment  to system S,

it
Z Py, =15 p, - probability of message transfer to system S, after its service in
=l

I R
system S, Z p, =1, i=lLn. When a message doesn’t wait its service in system
N

S, moves to QS S, with probability ¢, ; 0 - rate of message leaving trom queue
and O ||q,}

matrices of transition probabilities of irreducible Markov chains. Message which

of the ith QS, i:G,‘j:a. Matrices P ||p“| are

(1)1} In){m-l)
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comes from one system to another brings o the last one some income, so the in-
come of the first svstem desceuds on this value.

Let’s determine v (4.1} the total expected mmcome which system S receives
during time ¢ if the network is in state £ in the tnitial moment. [n the genceral
case, when the network functioning s described by the Markov process £{(0). ¢ =0,
and incomes of message transitions between network states don’t depend on time,
system of difference-differential equations (DDE) for expected incomes of system
S, can be written

dv, (k1)

T A= A Gw k. + D @, (kv k+ 1 1 .0). (1)

vov=l
where: A (k). @
tions in system (1) equals the number of network stlates.

In the present article we observe the exponential HM-network with limited wait-
ing times of messages in queues. Let 7, (k) - income of the system S, in unit time if

(k)Y - some limited non-negative functions. The count of equa-

oy

the network is in state &2 =R, (k—17,,1). —H ,(k—1,.1} - incomes of the system S,
which correspond (o a change of network state (rom (4.1) to (k—1.t+Af) in
cases when the message moves 1o the external environment after its serviee in
system and when the message doesn’t wait service in system and moves from the
queue to the external environment: #, (k—7,.1) - income of system S . when net-

work changes its state from (k1) to {(k+ 7.1+ Ar) because of message transition
(rom the external environment (o this system: r,.l_.(k +7 - l/.,f) - the income ol the
system . when the network changes its state trom {4.7) to (k+[, —1,.1 +Az‘)
because of message transition to S, after its service in S, A, (k +1, -7 ,,t) - the
income of the system S, when the network changes its state from {(£.7) to
(k+ I =11 +/\I) when the message docsn’t wail its service in system S, and

moves from the queue to system S,. Then the following statement is satistied.
Theorem 1. System of DDE for expected incomes ol system S, has the form

ik A +i(ﬂ, min(k,,m, Julk,)+6,(k, —m Ju(k, _”’r}) |"'*'(k")+
4= -

dt

+.‘Z'I{)»PU_,V, (k +1, .t) - [p, min(k}_ n, )”(k:)/’m "
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b 91(/(_,, —m!.)u(kf. —m,,)q_m]v, (k—],,l)} |
+i{[;¢ min (.0 yu (k) p, ~ 6 (k, —m Ju(k, —mi]qq]\; (k =L+ ,t) +
I
+[,uf min(k,_.m_, )u(k’ )p}__ +0, (k', - m},)u(kj —m,,)qﬂ ]v, {k +1, —1__,1‘)} +

+i I:;{_v min{k,,m Yulk,) p, +0(k, —m Julk, —m)q, ]v,. (k+1. —1.1}+
[

vy

+i[;¢i min(k,‘,m‘,)u(.’c‘,)p,‘,f;,. (k -1, —If.f) -
1=l
—pmin(km Yu(k Y p,r, (k=1 + 1)+ 0 {k,—m Yulk, —m }g.h {k+1 =1 1)+
+8 (k, —m Yu(k —m,)q,ihﬂ (k -1+ l,,l)] + Apyry (k+1 .1} —
—p, min(k,.m Yulk ) p R, (k=1.0)=6 (k —m Yulk —m g, H,(k—1.1)~r (k).

[n this case

"

4(k) =Z[,a, mi“(k,w’";)”(k,;)l’//’?; (k+ I —IJ,,I)—,uI min{k.m )u(k,) p,r, (k—[, +1, ,f] +

1)

+0, (kﬁ_‘ —mj)u(kj —m./)q h (k +1, =10} =0 (k —mYulk —m)g,h (k-1 + ll,..t)} +

oy
+Apy i (k+ 1) = gomin{k,om Yu(k ) p R, (k=1 1) -

=0 (k —m)ul(k —m)q 1, (k=1 .0)+r (k).

o

A(k}y=4 +Z X, 111i|1(ki,171;)u(k;)(l _/’,o)+‘9, (k_, —m,)u(k, —m.,)(l _‘1';0)].
=17

pominlk m )k ) p, +6.(k —myulk —m}q,. cs=Ln cs#i.
[,uf min{k m Julk Y p, + 6 (k —m Yulk —m }q, ](i_‘ . ce=la. c=i,
@, (k)= [,u‘, min{k . Ju(k ) p, + Ok —m )u(kv —-m )qu:lr):_,~ c=lLn s=i
e S=0

pomin{k .m )w(k ) p,. ¢ 0.

AD
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We use 1he successive approximations method combined with the series method to
solve generalized system of DDE (1} and study properties of these approximations.
‘The earlier successive approximations method was used for finding of expected
incomes i systems of HM-network with multi-type massages of many classes | 1,
2]. From (1) it follows

ch‘*“"x (k.0 e""“"'[A,(k)+ S @, (kwk+ I -1,

e |

thus

vk )= v (kL0 + j et Z D, (kwk+1, —[x,.r)(ix'}-+ i‘gg [1 M "]

Q |
(2)

Let's suppose v, (k,7)- approximation of income v (k.7) at the m -th iteration,

s

v, (K1) - solution of system (1), which was received by means of the successive
approximations method, /= 0.1,2..... Then from (2} it follows

v, (k)= 0y +

+J \-lmzc[,m(k)\""(k+l I\,x)dz\}+A22[ e‘..x,(klf]. (3)

0 4=

e

1t 15 obvious that v (4.0)=v (k,0), and let also v (k. 1} =v,(k}=lim v (k.7).
1=

The stationary solution v (k) ol system { 1) satisfics to relation

| | |
v(k)= \(k)]A(k)Jr“Zl(p"‘(k)‘ (k+1. —1)[ (4

2. Investigation of successive approximations of system incomes

The following statements are true for successive approximations.

Theorem 2. Successive upproximations v, (k.£), m=12..... for t > con-
verge to stationary solution of system (1), if it exists.

Proof. Expression for the first approximation is:

v, (ky=e N (k0)+

'I 1 ke
T A+ D, g k+1 ~1, z)}[ A ]

vl
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i

Using {4), we obtain lin_l v (k.ty=v,(k}. Let’s assume lmn (k.t)=v.(k).

Then using {3). (4) und L'Hospital's rule the next expression oceurs:

{ "
[N @, o, G+ 1, = I, x)t
A, (k)

1In1)’m+|(/( )= m ~lim& cor=] TS =
I X ‘,.l' r "
AL llm fl),“(k}lm,(k+1t, 1.ty v(k).
Ak) A (k)i

Thus using the method of mathematical induction. we obtain the statement ot
the theorem.

kDY, m=0,12..... which was built by scheme (3).
converges fo unigue solution of system (1) for m — o and any initial approxima-
tion v, (k.Y bounded by 1,

Theorem 3. Sequence l\

n

Proof. Since v (k.f) is a bounded function. so v, (%.f) is also bounded func-
tion according to (3), thus we may write

|1.,|(k,l)_v,'g(k~’)|$(.','(k)‘ (5)

where C (k) - some constant which doesn’t depend on ¢. Let’s prove

=1

k k./ S(‘ k =l k .
|;u( I) ;m—l( > )| 1( )(01 ( ){”1_1)1

(6)

n
where ¢ (k)= Z P
o=l
suppose that mequality (6) is true for some m =N >1 and let’s prove that (6) is
right for m = N+ 1. using (3). Taking into consideration (2), (6) we obtain:

(k). According to (5) inequality (6) is true for m=1. Let’s

ey

Voo (kD= (k)| =

! o
=V NN @ (kL — L) =g (k4 L~ x)dy <

0 o=l

! \
g‘,-"-f*"j SR (0O (k) 'l(lr)( )dv( (k) {k)j

]

RY
ol C g’ (k)% _.

i.e. inequality (6) is true.
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Since

lim 5., (k.0) = lim { vy (k) + D [ k)= vy (k1)) L =

e %1 |
=y (k) + Y vtk —vy (k)] =
X-1

= [o,0kn]" ,
< x;[:,(k,:)+(',(k)z% Sy (k) +C (ke
A= AWV LR

so limit of sequence {vm, (k._l)} . m=90,1,2.... exists and we define it as v, (&.£).

If we put v, (k.6) in (3) instead of v, (k.f) and v, (k.f}, it will be seen that
v..(k) is the solution of the system and it satisfies the initial conditions
" (k,0)=1(k£.0) according to the previous theorem 2.

Let’s prove that found solution is unique. Let’s suppose that different solution
v (k1) exists. [T we replace v (k,f). v.(k,0) and v (k+ 1 —1_.x) in(2)by v (k.1),
wi(k.0y and v (k+7 —1I.x) correspondently, then relation (2) is satisfied for

v {A,.1). Thus using (3) we obtain

[i G0y = ] < € s, (.0) -3 (k.0 +

r

+J‘e'"-'“'"""I i <Du_‘,(k)|v""{k +1 =1, 0)=vk+1 - IS,,\')‘dr .

0 el
Similar to the proof of inequality {5) we can prove that

"

v k)= ko] < M,(k),w,’"(k)f,—,.,

whete M, (k) docsn’t depend on ¢, The right part of this incquality tends towards

. 3 ) rm .
zero as common term of converge series Z.Mf(k)go,” (k)—'= M (k)e™ . thus
=0 m.

limv,,(k.ty=v(k.f). Earlier we have proved that ,,I,i_','l v, (ky=v(k.t), so

=

v, (k.£)— v (k.t) and it proves the unique of solution.
The next stalement is more uselul for practice.
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Theorem 4. Any approximation v, (k,t), m=1, can be presented in form of

i

POWeE S¢F ies
“f'm(k‘-r} = Z-deJvi(k)r," (7)
-0

whose coefficients satisfy the recurrence relutions:

[-A0] | Ack) E=1yp ®), ] |
ot =200 0 g gy - 2 ettt 120, (8)
Sy N l A (B ; [\(k}]

oK)=, (£.0), dy (k)= v, (h,0)3),

where

Dtm/(k) = Z (Dh.\'(k)d.-ml(k +I‘ _[x)‘» (9)

va=l
&y - Kroneckers symbol. If A (k)= |, series (7) converges for any finite { > 0.
Proof. Let’s prove that the coefficients of series (7) satisfy the recurrence rela-

tions (8). If we put successive approximations (7} in (3} and consider

i
SAGRn [ Ak
e 'Ie M e =

kil

[-A ] (k)t
—| N =020
(k) Z

A=l

we will obtain

. I A'(k) A A PRt TIU O
S k) —m[l—e J= e, (1, 0)+

1=

i 41
33, ket L, ){ . (k)} =L

170 el i+ u!

Taking into aceount definition {9) this scrics can be tewritten in form:

i A {k) =Nk A (k)
k' =208 o k.0
l_Zﬂ‘mH-ll( ) "\!(k)—‘-‘ |: ( ) "\ (/(}:|

‘- lu A k
S]] 3 VAL,

w=f+1 ul
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Interchanging summation indices and making series expansion of function g
in powers of ¢, we obtain

Y AA’ - () Io\k l"ilD’ k
Z - l.'{'((.]"1f - ( ) z[ ] J —_ ( ) Z( } uu( ) [ (10)

Ak S [ O e & [A 0] J

Il we equate coeflicients by 1 in the left and the right parts of expression (10), we
will obtain recurrence relations (8) for coetficients of power series (7).

To find the converge radius R (k) of power series {7) we use the Cauchy-
-Hadamard formula:

1
m— Ilm\;|d,,,, (k). (1)

!

From {8) it follows that

[A (/f)]

A(k) ( l)“ I i — I/c(k)
A, (k) Zn [A®)]"

B (}] [I PP LSCII I Wl “‘U

A, (k)| - 0‘ NG

| mu( )|_ I( (

mz1. u—04—1, is bounded by some finite value

Let’s prove that |

i

C(k). It v (k£,0) is bounded then relation D, (k)= Ztl)“(k)x K+ 1 —1.,0}

=l

C (k) follows from definition of D, (k). (",m,(k) - some bounded value and
,W(k)—() foreach /=1,2..... Since D, ,(k)=D,, +{k)=...=D, (k)=D (k).
80 Dm Ill(k) < (‘:()()(k)* m>= ] -
Using induction we can prove that
(k)

|, (k)| = ""} A (12)

For /=1:

|l).‘l'if—|]{k)| = Z (Du'r{k)duu-ll(k +'[:; _1.\) =
-l
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A;(k 1 ‘I( _I\) Qm—f_’ll(k-i_lt _l\)‘ _
NG+1—1)y  Ak+1.—1) |

=—Zq>,( R)ACk+1 — 1), (k=1 —1.0)—

few-l

Zd),\{k)| (h+1 =1, A k+1.—1)=A(k+1.—1)—

HJI— L

C k
S HJJ‘] ]( ) )

I
where €, (k) is bounded value. Let's assume that incquality (12) is true for
I-1.1ie.
m) == I(k)
| .'m—l/—l( )l _)1 (13)

Let’s prove that (12} is satistied for /. Using (9} we obtain

IDm I/(k)| Z ®;.\(k)| =i

<—Z(D,\(/c)[f’\ k1 —1)] x

o=l ce=l
— * - !
vk 1, —1,0) - 2kl Z( 2 """"(k”,,.." ]
Alk+1, 1) o [Adk+ =1 |

Thus according to (13) we can take the right part of the last inequality as C,,_, (k).

Let ¢ (k)= max( e (K) < then
,Zl DIHHI (k) ' < II'"I (k)u
Sla " | S (k)]”*"'
B[A k)] 2 [A, (K
" )[ (k)] 5 1 _Cmfal )] S, (k).

=[A0] 1!

where S, (k) - sum of the first of [ terms of geometric progression,
/
[A ()] =1

Saatky={[a,0] (A, k)-1)
1 l, A (k) =1.

. Ak =],
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é;\,(k')}li_l)gi/%h(k_gﬂ A, ()] ’Z D),

- 1 <
R (k) am| & lauw)
. P U A(k)| Gk o
<A (K lim; lim /f|- k 14
= )-‘HE\I(I—I 1:23\/ T \.{k)1| R (4

It is obvious that the first and the seeond summands under the square root in the
second limit tends toward zero for / — «. The last summand

Ak "_1_]
s, |6 u—2 )]

} T - - A,»(k)/l.
7 = A, (R)] (A (ky=1) =
C (k). Ak =1
[ - ! i
= (‘,l(k)—.["\'(k)] . A kY=
HA(k)-1)
C (k). A =1,

is bounded if A, (k)=1.

Iet’s show that equation (15) is satisfied for A (£)>1

. £.0 Ak C (&
/II_',“,\/I ‘ )| I/\ ((lr))II y ) Sy =1. (1%)
Let’s consider the cases:

1y Let a,(k)= i‘ (k0)|+|?((:);I+((k) gk} and  a,(k)=1. suppose

{u, (k) =1+ x,(k). x,{k)=0. According to Bernoulli's inequality «, (k)=
—(l+x, (k) 21+/x,(k), 50

s.\-,,(k)s“"(];ﬁ, Usjiny.r,,(k)g}iq\@= 0.

i.e. lmn,{k) 0 and lllll f AK)=1+0=1.
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>1 and

2)Let O< (k)<], then
) k)<, ()

i l
lim {{a,{k) =lim & =1.
A ) e U e, (k) llim loa, (k)

Thus relation (15) is satisfied.

Let's consider “".1.{, ( | N Using Stirling's formula we obtain:
. 1 1 )
lim; = : - . _
-z \[ (I = 1) lim Ju -1y |' v g
=

lim !f V2 -1) (—J cxp
¢

i )rn\

cxp{’lmm [(27[“_') )% V= 'ﬁl °"p( 12(/9-1)1 'l;lﬂ}

\

1

exp{}i&‘g’rill‘l(;’ﬂ(]— 1))+I%1|“(1_ 1)+[L ﬂ\} l}

20— 1)

4

where 0<&<1. Obviously that }il!]%]n(Zﬂ(l—])):O, }ilj}%lﬂ([—l):w. SO

lim ; ; =L=0.
{—r (/—])' o

From {14) it follows that the converge radius of power series (7) equals o,

Thus we¢ proved that cvery approximation w, (£./) can be presented in form
of the power series which converges for A,(%)=1 and found recurrence relations
(8, (9) for cocfficients of this series which are useful for computer calculations.

The last theorem allows us to find expected incomes of systems ot the queueing
network with a huge number of states within a reasonable time. Besides, it is nec-
essary to note that the present method can be applied to find expected incomes of
systems of the open queueing network with an infinite number of states.

3. Example

Let’s consider the closed HM-network with one-tvpe messages, number of mes-
sages in the network is K'=8. Let n=5, m =1, i=1.4, ms=2. The state nnmber






