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Abstract. The article provides a survey of an open exponential network with a multiline
queuing systems (QS} with a bypass service messages in the transient behavior. Messages
with some probability join the QS. and with an additional probability to move immediately
to another QS or leave the network. The paper describes the methodology finding the time-
dependent state probabilities of the network of its kind in the transient state. To find the
state probabilities of the network, the method multivariate generating functions was applied.
Examples are considered.

Introduction

Currently. development of information and telecommunication networks (TCN)
is significant. The issue of fair and full satisfaction of the requirements of
their users is wide, [n practice, ofien there are situations when user makes the mes-
sage to the TCN site, assesses how much time they will have to wait or how many
user messages in front of them in Iine, and, according to this estimate is expeeted.,
or sends a request to another node of TCN. Such a situation. for example,
may occut in service centres or points of collective use (PCU). A customer arriving
at onc of PCU. assesses how much time will be needed to wait in line and
decides to move to the next free operator to service your message. or to the
operator with the smallest queue of customers. The client can also leave this PCU
to another,

The probabilistic models ot such objects could be queuing networks (QN) with
Bypass Systems Service (Q8) messages. To reduce the workload of the QS and
more uniform distribution of load on the network can be used in different ways,
one of which is - the introduction of probabilistic rounds QS messages. This mod-
el. in particular. to consider the limits on the number of bids or the estimated wait-
ing Lime in quening messages, as well as restrictions on the acceplance of messag-
es coming from the others defined QS.
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2. Formulation of the problem

Consider an open exponential QN of an arbitrary structure consisting ot 7 QS,
enumerated by numbers from 7 to ». Messages have a chance to join the queue.
and with an additional probability to move immediately in accordance with the
transition probability matrix of the other QS. or leave the network. The probability
of joining the QS depends on the state of the QS and the number of QS with which
the messages are sent o this QS. It is assumed that the incoming tlow ol applica-
tions to the network is simple. The results of studies of such networks in the steady
state are given in [|-4]. This paper describes a method of finding the time-
dependent state probabilities of the network ol such a network in the transient
state,

Let m, - the number of identical service lines in the QS S, . 7, - a vector of di-
mension #, consisting of zeros except the 7-th component, which is equal to |,

i=1ln; p; - the transition probability of the message atter service in the system

S, into the system §,. i, j=0.n, we assume the system S, is the external envi-

!

ronment. Let us consider the case when the parameters of the incoming tlow of
messages and services depend on time, i.e. the time interval |7.f+ A#) in the net-

work receives an message with a probability A(£)Af + o(Af) . and if at the time ¢ of
service on the line 7-th QS located in a message, at the range |¢,7 + A7) of its ser-

vices will end with a probability gz (1)Ar + o(Ar), i=1.7. The message is sent to

n
the i-th QS with probability p,,, Z P, — . The message sent o this QS from the

I
external environment at moment time £, with a probability 7“'(k,1), when the

network is in a state (k,7}, joins the queue, and the probability 1— (4.1} is not

attached to the queue. regardless of the handled (i.e., it’s time of service with
a probability of 1 is equal to zero). If the message has been served in the /~th QS. it
is likely to be sent immediately to the j-th QS with probability p,. and leaves the

QN with the probability p, . Zp{.}. =l,i=l..n1.

Eall
Let k(t)— (k.f) = (k).k;.....k,.1) - the state vector of the network. where &, - the
number of messages at the moment ¢ in the system S, i = Ln: @, (k.t} - the condi-
tional probability that the message 15 delivered to the i~th QS at time ¢, when the
network is in a state (k.t). will not be serviced by any of the QS; v, (k.1) - the
conditional probability that the message is delivered to the /-th QS outside at time
t, when the network is in state (k./). first time, a service in j-th QS: «, (k.¢} - the

conditional probability that the message, served in the i-th quening system at time
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t, when the network is in a state {k.¢), will no longer be served in any of QS;
b, (k.l) - the conditional probability that the message. served in the i~th queuing
system at time 7, when the network is in state (k.l } for the first time then receive
services in the j-th QS, /, j = l.a.

According to the formula of total probability, we obtain:

" A
(g,(k,{):( fm(k 7){!’;0 +ZI’ (’), k! J "—I ",

y, (k)= 11k, Ne, + (1= f (k. /)}Z!’,,'/fu ki), i ()
(/r !) P +Zp”, ,(k /, I) i=lar, ()
[}’”(,f(.f)=2p'il/7h(k—]l,f), i,j.=]3. (3)

’ I=1

where J, - the Kronecker delta. We have the equalities

alh)=1-3 B, (k). o, k0)+ Sy, (k=1 ij=Tn.
Rl IS

From {1) and (3) we (ind

w, (k)= £ 008, + (= £ 08, (&~ 1,.0). ij=Tn. (4

Lemma 1. The probabilities of states of the considered network satisfv the differ-
ence-differential equations (DDFE).

dr (k H_ Z[’l 170,(1—" (k ,)}.,.ﬂ () (| B, k1) mm(m k,)]P(k,t]+

+ /:(r)zz o, (k= 1, 0)utk Pl - 1,.1)-

=l y=1

+Z;1,(r)min(m,.k, A0 (k+1,. ) Pk+1,.t)~

+ Z,u min{m, .k, + I)ﬁ (k+ I - I!..r)zf(k",)l’(/c+ I - I_,»J}‘ (5)

ig=l
=]

[Lx>0 .
where u(x)— 10 0 the Heaviside function.
X =
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Proof. In view of the exponential service times of applications a random process
k(t)=(k.1} is a Markov chain with a countable number of states. The possible

transitions in the state (k.7 + Ar) for the time Af:

a) trom the state (4 —7 .1} with the probability

AOpo (l( - ]__,_,f)u(l(,. AL+ 0(Ar), i=1ln;

P

b) [rom the state (k + 7,7} with the probability
#(rymin{m k +1} ok + LA +o(A1). i= La;
¢) from the state (k+ 7, —7,.7) with the probability
g Omindon &, + DB,k + 1, =1, )alk, JAr + o(an). i j =T
d) from the state (£.7) with the probability

1 —[/%(f) P (1= g k.Y + () (1= B, (k.0))min{m .k }] Af +o(Af) :

¢)  of the remaining states with a probability o(Ar).

Then, using the formula of wotal probability. we can obtain

It

Pkt + A1) = /t(a)iz Pt o= 1,0 )utk yPlk = 1,.0) AL+

=l =l

+ qu: (l)min(m, K+ I)a,{k +1.60Pk+1.0AM +

i-1

- Z piAe)minon &, + DB+ 1 — 1,k PG+ 1 1, 0050 +

ij-1

.

+ P(/(.!)Jll - i[z(r),;(,, (1= g, (kot)+ p2,00{1 - ,Li’,,(k,l)}nlin(m,,k,.)]ﬁl} +o(Ar) .
1

=

Dividing both sides ol this relationship by Ar and taking the limit Ar > 0, we
obtain a system ol equations {or the state probabilitics of the network (5).

3. Finding the state probabilities using the method of multivariate
generating functions

Let m =1, i= Ln, and suppose that all network systems operating in high load

mode, i.e. £{) >0, ¥i>0,i= E then the system (5) will take the form
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dP(k n_ Z[/‘v(’)ﬂm(‘ o, (k. + 1. ()0 = B, (k. )] Pl.r)+

2" n

+ A paw, (k-1 )Pl 1,.1)+

el gl

+ > otk + 1,0y Ptk +1,.0) -

=]

+ i;z,(r)@(k+L ~ 1.0+ 1 -10). (6)

i,j=1
=]

Note that the number of equations in (6) is countable, when the network is open.
and the final when it is closed.
We denote W (=.1), ==(2,.5;.....5,) . n-dimensional generating funclion:

Wy = S S Pl ke ky D b

k==l k=t

i P(k. r)]'[z Q)

T [v].x
.“' [\4.<K

the summation is taken over cach k. =11 because the network operates in
a high load mode.
Consider the case when the conditional probabilities ¢ {k.1). (k.0). a.(k.r}.

B, (k.t) do not depend on the state of the network.
Lemma 2. /f at the initial moment of tinke QN is in a stute (X],%,.....x,.0), x; =0,

i=Ln, then the expression for the generating function (7) can be rewritten as

21)=C, Z)L‘p{ IZ[/’('po, — o)+ 1 (1 = B,(0)+

f)pu,Z,Zw,, 0+ (r)z/ (,,[l ®)

the function C (z) is defined in the proof and has the form (12),

I
Proof, Multiplying (6) by r[zf’ and summing over all possible values of 4, from

=1

F10 +» | l=l_._n. we gel:
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n

= o dP(k,!) b
IBIKALL y FR

P i=1

S0 0D O A0S S Pk ]+

=1 & -1

Pttt (1) Z ZI’(k—l :)ﬂ +Z,u (!)a(r)Z Z!’(k—l /)HL,
+Z,u (r ,b’,,(f)z ZP(kH’ -/ r)l_[-, . <

-1 k-1 &, -1

(;)i]

Lt B

Ty

Consider some of sums included in right side of (9). Let

Wwoow o s "
PNENEDIDW 210 DI I (T I I B
ko=l i

i=l =] k=

Then

# 2 v K 7l
2,E0=2pon 2w 3 3 Pk=1 0] T =
i 1= D -1

il )
izl j=i e

- il’u, /Z'J/ (f) Z Pk, I)”Z ipo,z;i'/’u(’)q}n(z’r)‘
" 1= )=l

AI—()
I—: il e

For the sum Z (== Z,u,(t)a {r)z ZP(k+I t)na,’ we have:

ll'l

PRENE Z; (& ()Z 21’(k+1 f)l_[ ERAE

Z, S
I-‘/
a, () ;‘ B

=

/-]._Il,/‘l /r
i a, (’) a @ () o« i f

=Zy,(z)z—‘{’”(z.l)—Z,u,(f)'"— > Pk Ok, O[] 2 =
-1 i il = x =l /-1
=l it tri

_Z (e ’\P,,(~,:).

becanse Q8 S, operates in a high load, v.e. Plk, ...k 0k, .. k,.0)=0. i=ln.
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And finally, for the last sum

D an= Z,u(:)p’,,(:}z ZP(I«+I —I :)]'[

1.4
=i

wce will have:

> (z0= Y 08, (;);x
so=l i

14

S Pl ek, + Lk ok, =Lk k) %

w=l.aam=;

Xl‘[& k|x,l_zlu )ﬁ(’)_ Z ZP(}‘I)H L,=

ia=l k=l k=L
i / ;= I RINUT]

- S8 00 0= S8 S kb 0k k] T -

i=l
u,: [y - |,, ,,,../ [=A

= > 1A, (z)";—w,..{.-,n,

t=l
i

tor the same reasons as tor the sum Zw(:.t) .

Thus, 1o obtain the generating lunction of the homogencous lincar control
o
( 2 Z[?(' ol = A1)+ (D = B,(0) +
) &, (1) " i
+ A(f)p.{,;:_. ZV/!;‘ (f) - /'ll{f}_ + i, (I)Zﬁ- (t]T I “(ZJ) . ( ! 0)
=l % =l “y
Its solution has the form

T, (z0=C, (Z)exp{— [ La0p, 0 -0 0)+ 101~ B0} +
=l

+,%J)pn,.Z(;/ (1) + 2. lr ——p, Z,ﬁ”(t 1(1’!} (1)

2=l
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We shall assume that at the initial moment network 1s in a state
(X% X0 x>0, /= Ln. P{x.x...x,.0)=1,
Plhy gk, 0) =095, 2k, i=1n.

Then the initial condition for this equation (1 1) will be

H "
W (2.0) = P{X). X5, X, .O)Hz,,"’ = Hz}." .
=1 =1

Using this initial condition. we obtain

=

c,(6)-ex] j[z( e =000 0= £, 403705320, +

+Z/“(’ '()"'Z/‘(’)ﬁ'/ r) o] O}H_, . (12)
t=1

Lemina is proved.
Then consider the case when probabilitics @, {r}. 1w, (I) e {t). B, () docs not

depend on time /, ;= 1a . in this case from (8) and (12) follows that
H "
P (1) epr[— [(Am — A po(l-9,)- D (M (=3O - B, }+
1= 1=1

+HAD = AONY. poz D, + Z(M, (H—M, (0))? +
1= 1= -

-l

+Z (M (Y= M, (0)p h]'[ z"

where A(f) = j Alhyde, M (1) = [ Wi, i=ln.
This expression can be rewritten as

H

{Z (M, (- M, (0))?} <

=l

Y, (20) =, mcxp«{(z\m - AONY Pz Y, }»exp

=1 1-1

- "

x exp{ i(M, (1 -M,(0))B, %}]‘[ ERN (13)

o=l =1 ) =l

aylr}= exp{— [(A(z) - A(O))i Pofl-¢ )+ Z'(M, ()= M ()1 - 3, }} ,

-~ =1
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Transform (13) to a form suitable for {inding the state probabilities of the net-
work, expanding its exponential member in a Maclaurin series. Then the following
statement is:

Theorem. The expression for the generating function (7 has the form

; o
Y0403 Y 3 S (A —am) T x

H=0 L=t gy =l =0 g =it

) Pé",(l_[%] ! {l_l 5
J=1

=l / (i'VII (l) _ ,‘f, (0))11, [ :’,\';-ﬁ.,—u, -+ R . ( 14)

i=1 ll'q,'l’;'

’
where R= Zr, .
=1

Proof. From (13) and Lemma 2 it follows that

W, (z.0) = ag (Oa(z.0u, (z,l)a_;(z.,l)r[ =7,

=l
where
a(z.4y= exp{(;\(/) - /\(0))i p(,,.zlzlt_//" } —nne‘(p{ (A - AW0))z, po, t//,. =
i =l y=l

I (VN - ,\(0)} 2 ot | & & (A - \(0)} P,
s s il ol

=l ;=1 fi=0 f,=0=1 ;=

-, /\(7)—1’\(0))"”” +Hy . . ,
=Z Z(;) TN Pl pia ) 1_[‘// s

h-u

az(z,t):exp{Z(M (1) - M,(0)) } Hexp{M(l) M, ()% }

i=l

= [, M<0>)a P [M(t) M<0>)a i
;‘| . .a‘ln

— ZZ(‘M] - ‘M] (0})| S (xM,!(I) 11 (0}):;, %:}-m ces ;_-”'!u )

‘ g !
=0 i, 0 o g,
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a_-.(:.:)=epr (M) - M, [0]],8 ST exp {11 (1) - A, (0)),{1“ 1:
| | = |

=1 = i=l =1

I3

_HHZ[(” (- “)))ﬂ; = } Z Zl—[]—[[(u (n-M (0))‘8’ it ]; -

-1 i-ln-0 LUt L S RS |
4, ¥ [n{}].fl "“‘[ }""W
y : q i=1
=3 (M (- M) (8,0 - 2, (0))" ! x
n=l =0 f k- 'rul
V ::]H:\_M_;;’ZS]_,:+M_r” o ::']+:>_:+,,,+f,,zl—r Z:;‘:. “'Z;r,, —

fe e

=3 (A ()= MO - (M, (1) - M, () - x
r=ll =l ety

x A= =i,
-l el

Multiplving a,4f). a(z.7), a.(z.8), a;(=.f) and ]_IZ{" we obtain an expres-
1=

sion (14).

4. Example

1. Supposc that the intensity A=A, 40— 4, | i=1Ln docs not depend on time.
In this case we have

AW =21 A)V=0, M()y=pr, M(0)=0, i=Ln,
ull{’)=epr_Z[)‘p[]/(l_(pi)"'.u:{]_/}u}]l}‘
L=

Fquation (14) takes the form

I "
"J‘ V|I+:[ “h

‘P”{z,l)—a(ljz ZZ ZZ ZA'I o X

=0 d=ng=t g, =g a =
( o L " A
s\ Tl || 114
X]_[ sl / Z;"+"'_‘l'_':+k . (15)

i=1 [‘, '(], et

]
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2. Let Alry=Ar. plt)y=p[cos(ery-1], i—Ln. In this case A(f):%r:-

A0) =0, M () =x [M—r}. M©)=0,i=1ln.
@,

cru{t)=exp{ Z[/lp"’(] w)r +u(1=B, ) + #i (l sm(o !)ﬂ.

En=a0F. 3333 z( j =

=0 L=fg=0 g,=05=0 =0

gAY o g
po,a, Hi a HV/U Hﬂif /. @1 -
JRVE " | sin(@f) o :',;_;‘_1,‘_“;(
i=l [I1qlrrlr L @

1

. (16)

X

Let us assume, for example, that we have found. the probability of state
P(LL....L1) . Tt is the coefficient of zz,-..-z, in the expansion of Y (z.1) in

"

multiple series (15). So the degree of z must satisfy the relation

i

x4+l -g-r+R=1.1i= L2z Tt follows that

g, =x, +1,+ZI‘_, -1, i=Ln.

i=l

i

g, +r =X +I,+Zr,.—l, i=lLn,

=

ll+q,+l;=x,+21f+Zri—l. i=lLn,

i=1
i

i 4 =i X +2)+n(R-1}.
=1

-

Therefore, from (15) and {16} we get that in case 1):
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Nofe
il S T S 2 b -1y

P(l,l,...,l,(]=an{l)i_“izngﬂ e N
H=U L D=0 D

x L. ;,r/fl A ¥
- n I
1. s x; 11 R=1
]')(Iia; /ui o (H Wij ] [H ﬁl/ J
j=1 j=1

{

1
LWl x oL+ r =11

J=
L e J
and in case 2:
o
Y,
=1 "
VA
P, L) =, “)Z ZZ Z( 1 el
B S { TP L |
x_u'. " i,/ M I
I £ -H=-]
| Pt 4" l_l’// L By ; N
N a2\ ) (sm((o,t) N
il " o, /
et xo 1 IZr,.—I !
= i

Suppose that n=10 and al the imbial moment the network 1s in state
(2,2.2.2.2.2.2.2.22,0) . Let us find the probability of the state P(1.1.L.LL1.1.111.7)
using the formula (15). Let A =20, the transition prob'lbilities of messages are
equals: p, =0.1,i=1.10, P, =001, i=009, P =05, i=1.9, pw—O.S,i=m,
p, =0, i=0,10. In addition, the intensity of the service of messages in the sys-

tems are cquals: g = 20.8, F=14, 11, =1022.i=49 205 The conditional

probabilities ¢,. w,. «,. B,. i.j lnr are calculated according to (1)-(3). by the

formulas

¢ (I_ M)I PoT Z[’,, J‘ ¥, =fm'$u +({I —f”-‘}?_lpuzf/!f :

L =1

=p.t+2 l’g,¢, . [’:; = ZP;;W},- - Lj=Lkn
1=1

" 7
is taken into account that «;, =1 —Z/Jj} Loy, =L, =L

=l -1
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The expressions for the time-dependent state probabilities was obtained on the
computer using the mathematical calculation package software Wolfram Mathe-
matica. Figure 1 shows a chart of this probability depending on the ¢ called

P(11,1,1,1,1,1,1,1.1.1.9
A

2.410°%

1.2:10%

10.1°10°%

7.4:10%

43-10°%

0 0.2 0.4 0.6 0.8 1

Fig. I. The chart of the probability ol the state A(LLLLLLLLLL7)
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