
Journal of Applied Mathematics and Computational Mechanics 2021, 20(4), 77-85
www.amcm.pcz.pl p-ISSN 2299-9965
DOI: 10.17512/jamcm.2021.4.07 e-ISSN 2353-0588

A FEW REMARKS ON AN EMBEDDING INTO THE SET OF
MEASURES

Piotr Puchała

Department of Mathematics, Czestochowa University of Technology
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Abstract. We continue considerations concerning Young measures associated with bounded
measurable functions from a recent article. We look at them as at the weak∗ measurable,
measure-valued mappings. We show examples explaining that we cannot regard a Young
measure (i.e. a weak∗-measurable mapping) δu(x) as an explicit form of a Young measure
associated with a function u. We also consider convergence of the sequences of Young
measures.
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1. Introduction

We begin with recalling the basic ideas and the notation concerning Young mea-
sures. In the article [1] the basic ideas, engineering motivations and bibliographic
suggestions are presented with more detail.

The ideas leading to the discovery of Young measures lie in the calculus of varia-
tions. We minimize the integral functional

J : V 3 u→J (u) :=
∫
Ω

f (x,u(x),∇u(x))dx ∈ R. (1)

In the above formula:

• the set Ω is a nonempty, bounded open subset of the space Rd with sufficiently
smooth boundary ∂Ω and having positive Lebesgue measure M;

• the function

u : Ω → Rl

belongs to a suitable, depending on a particular problem, normed space V (it is
usually a Sobolev one);
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• the function

f : Ω ×Rd×Rl×d → R

satisfies the Carathéodory conditions, namely:

– the function

Ω 3 x 7→ f (x,s,ξ ) ∈ R

is measurable for all (s,ξ ) ∈ Rd×Rl×d ;

– for almost all, with respect to the Lebesgue measure on Ω , x ∈ Ω the
function

Rd×Rl×d 3 (s,ξ ) 7→ f (x,s,ξ ) ∈ R

is continuous.

Additionally, we want J to be bounded from below and coercive. The latter means
that

lim
‖u‖→∞

J (u)→ ∞,

where ‖ · ‖ is a norm on V . In this case all the minimizing sequences of J are
bounded, so by the Banach-Alaoglu theorem they have weakly (or weakly∗) con-
vergent subsequences. (Further on, the phrase weakly or weakly∗ will be written as
weakly(∗)).

Remark 1 The special case d = l = 3 of (1) has a physical interpretation. Namely,
the function u is the displacement of the elastic body Ω having the density f of the
internal energy. The 3× 3 matrix ∇u(x) is called the deformation matrix and can
be regarded as a measure of a local strain. The functional J is called the energy
functional. Functionals of this form are often considered in engineering, in particular
in elasticity theory. 2

It is known that if there exist a summable function k : Ω →R∪{0} and a number
C ≥ 0 such that the integrand f satisfies the inequalities

0≤ f (x,s,ξ )≤ k(x)+ c(|s|2 + |ξ |2),

then the lower semicontinuity in the weak topology of a Sobolev space H1(Ω ;Rl) of
the functional J is equivalent to the quasiconvexity of the function

Rl×d 3 ξ 7→ f (x,s,ξ ) ∈ R.

In this case the direct methods of the calculus of variations are applicable, see for
example [2] or [3].
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The problem is more complicated when the integrand f is not quasiconvex,
because in this case the functional J , although bounded from below, does not
attain its infimum. The minimizing sequences are divergent in the strong topology,
but they are convergent weakly(∗). Their elements are functions oscillating rapidly
around the limit. Moreover, in general, for the weakly(∗) convergent to u0 minimiz-
ing (sub)sequence (un) we have

w(∗)− lim
n→∞

f (x,un(x),∇u(x)) 6= f (x,u0(x),∇u0(x)).

In 1937, in the article [4], Laurence Chisholm Young introduced (in a one dimen-
sional special case) generalized solutions to problems of minimizing integral func-
tionals with integrands such that the regarded functionals do not attain their infima.
These generalized solutions are called Young measures. General treatment of Young
measures can be found for example in [5–8].

Remark 2 The energy functionals not attaining their infima are also met in engi-
neering. Such are for instance the energy functionals of shape memory materials.
Applications of Young measures in engineering can be found for instance in [3,9,10]
and the references cited there. 2

In this article we continue the considerations concerning the existence theorem
for Young measures presented in [1]. Our approach is the one described with details
in [8]. We refer the reader there for a detailed presentation or to [1] for notational
details and necessary results without proofs. Various approaches to Young measures
are described in [5]. The basic result for us is the Theorem 3.1.6 from [8].

Theorem 1 (Theorem 3.1.6 in [8]) The diagram is commutative.

U

Y (Ω ;K)
||

δ

U

Y (Ω ;K)
""

i

Y (Ω ;K) Y (Ω ;K)oo //

ψ

In the above theorem:

• U is a set of all Borel measurable functions on Ω with values in a compact set
K ⊂ Rl;

• Y (Ω ,K) is the weak∗ closure of the image i(U ) of the set U under a suitably
defined mapping i : U → L1(Ω ,C(K))∗;

• Y (Ω ,K) ⊂ L∞
w∗(Ω , rca(K)) is a set of weakly∗ measurable functions from

the set Ω into the set of regular, countably additive (rca) probability mea-
sures on K. The values of weakly∗ measurable functions from Y are the Young
measures on the set K;
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• a mapping ψ : L∞
w∗(Ω , rca(K))→ L1(Ω ,C(K))∗ is an isometric isomorphism;

• a Dirac mapping δ is defined by δ (u)(x) := δu(x), where δk is a Dirac measure
at the point k. The mapping δ is an embedding of the set U of functions into
the set of Young measures defined on the range of these functions.

Remark 3 In [8], the references for generalizations of the basic results concerning
Young measures to an unbounded set Ω or the measures on Ω that are more general
than the Lebesgue one, are given. 2

2. An embedding of functions into the set of Young measures

From a practical point of view, the most important problem is obtaining a method
of finding an explicit form of the Young measures in specific cases. The reader is
referred to [11] and [12] for such a method in case of oscillating functions. However,
the problem of at least equal importance is the general characterization of functions
for which there exist the associated Young measures. The Theorem 1 provides an
answer, because on the basis of this theorem we can infer the existence of a Young
measure associated with any bounded Borel fuction. This makes futher characteriza-
tions possible, like the probabilistic one for example, which additionally enables em-
ploying computer methods to simulation Young measures associated with bounded
measurable functions, see [13].

Having in mind the already known assumptions, we know that if (un) is a sequence
of bounded Borel functions, ϕ – a continuous real function on Rl , then the weak(∗)
limit of the (sub)sequence (ϕ(un)) can be expressed as∫

Ω

ϕ(x)w(x)dx.

Here, w is any integrable real function, while ϕ is the function of the form

ϕ(x) =
∫
K

ϕ(s)νx(ds).

The family (νx)x∈Ω of probability measures on K is called the Young measure asso-
ciated with the sequence (un) or parametrized measure associated with the sequence
(un). Observe that in general, (νx)x∈Ω is a range of a weakly∗ measurable mapping

ν : Ω 3 x→ ν(x) ∈ rca1(K),

where elements of the set rca1(K) ⊂ rca(K) are probability measures. Thus
ν ∈ Y (Ω ,K). If the mapping ν is constant, we call the related Young measure
homogeneous one. This in particular means that a family (νx)x∈Ω of probability mea-
sures consists of one element only (which of course means that it does not depend
on x ∈Ω ). A simple characterization of homogeneous Young measures can be found
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in [12]. Observe that through the isometric isomorphism ψ in Theorem 1, Young
measures associated with functions can be identified as weak∗ limits of appropriate
sequences of compositions.

Consider the Dirac embedding δ in Theorem 1. The value of δ on the function
u ∈ U is δu(x), x ∈ Ω . In the article [1] a mapping κ, from the set U into the set
Y (Ω ,K) of Young measures, has been introduced as follows. Let µ be a Lebesgue
measure on Ω and M := µ(Ω). Then for u ∈U , A ∈B(K) let

Ω 3 x→ (κ(u))(x) := mA
M δu(x)(·), (2)

where

mA :=

{
µ(u−1(A)), if u(x) ∈ A
0, if u(x) /∈ A.

(We of course have mK = M.) It has been also proved there, that if ν
u is a Young

measure associated with u, then ν
u(A) = µ(u−1(A))δu(x)(A) for any Borel subset A

of K.
The motivation for κ is that we should not look at the values of δ as the explicit

form of the Young measures associated with functions from U . This is illustrated by
the following examples.

Example 1 Consider a function u : (0,6)→ R defined by:

u(x) :=


2, x ∈ (0,2]
5, x ∈ (2,5]
9, x ∈ (5,6)

.

It is known (see [11] for direct proof for simple functions), that the Young measure
ν

u associated with u is a homogeneous one. Its explicit form is given by the formula

ν
u = 1

3 δ2 +
1
2 δ5 +

1
6 δ9.

If we looked at the values δ (u) of the Dirac embedding δ taken at u ∈U as a Young
measure, in its explicit form, associated with u, then we could consider it as a family
{δu(x)}x∈(0,6), so we would have

{δu(x)}x∈(0,6) = {δ2,δ5,δ9},

which could be written as

δ (u)(x) = δu(x) =


δ2, x ∈ (0,2]
δ5, x ∈ (2,5]
δ9, x ∈ (5,6)

.
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Let A := (1,3). Then we have δu(x)(A) = δ2(A) = 1, while the actual Young measure
of this set is equal to

ν
u(A) = 1

3 = κ(u)(x)(A) =
µ(u−1(A))

M
δu(x)(A).

Now let B := (1,3)∪ (4,7). Then for the Dirac embedding we would have

δu(x)(B) = δ2
(
(1,3)

)
+δ5

(
(4,7)

)
= 2,

which is obviously not the Young measure of B. The latter is actually equal to

ν
u(B) = 1

3 +
1
2 = 5

6 = κ(u)(x)(B) =
µ(u−1(B))

M
δu(x)(B).

Now consider a case of a Young measure with density.

Example 2 Let u(x) := 2x, x ∈ (0,2). Then (see [11] for direct proof for mono-
tonic functions) the Young measure associated with u is a homogeneous one and is
absolutely continuous with respect to the Lebesgue measure dy on the set [0,4],
with density being the constant function equal to 1

4 on this interval. That is, ν
u = 1

4 dy.
The set {δ2x}x∈(0,2) is an uncountable set of Dirac measures.

Let A := {1}. Then δu(x)(A) = 1, while ν
u(A) = 0, because the Lebesgue measure

of any countable set is zero. Since u−1(A) = {1
2} then

κu(A) = µ({1
2})δu(x)({1}) = 0 ·1 = 0.

Let us take into consideration a Carathéodory integrand h. It is an element of the
space Car(Ω ,K;R) of real functions defined on the product Ω ×K. Elements of this
space satisfy the Carathéodory conditions. This means that for any h∈Car(Ω ,K;R),
the function h(·,k), k ∈ K, is measurable, while the function h(x, ·), x ∈ Ω , is conti-
nuous. We equip this space with a norm given by the formula: for all h∈Car(Ω ,K;R)

‖h‖Car :=
∫
Ω

sup
k∈K
|h(x,k)|dx.

Let us denote by L1(Ω ,C(K)) the space of those functions denoted on Ω ⊂ Rd

with values in a vector space C(K), which are integrable in a Bochner sense. It can
be proved that this space is isometrically isomorphic to the space Car(Ω ,K;R),
so these spaces can be identified.

Observe, that for any h ∈ L1(Ω ,C(K) there holds∫
Ω

∫
K

h(x,k)(κ(u)(x))(dk)dx =
∫
Ω

∫
K

h(x,k) µ(u−1(K))
M (δu(x))(dk)dx =

=
∫
Ω

∫
K

h(x,k)δu(x)(dk)dx =
∫
Ω

h(x,u(x))dx,
(3)
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so the first equation in the proof of the Theorem 1 remains true with δ replaced by κ.
Thus, from the Theorem 2 in [1] and the relation (3), it follows that we can derive
the following conclusion from the Theorem 1.

Corollary 1 For any Borel function u : Ω → K there exists a Young measure ν
u

associated with u. It is a regular probability measure on K such that if A ∈B(K)
then ν

u(A) = mA
M δu(x)(A). 2

Recall that a sequence (νn) of bounded measures on a compact set K ⊂ Rl

converges weakly∗ to a measure ν0, if ∀β ∈C(K,R) there holds

lim
n→∞

∫
K

β (k)dνn(k) =
∫
K

β (k)dν0(k).

Let u∈U and let (un) be a sequence of simple functions from U converging uni-
formly to u. Such a sequence always exists since the elements of U are bounded
functions. Moreover, the element un, n ∈ N, can be constructed with respect to

a suitably constructed finite partition
l(n)⋃
i=1

K(n)
i (of arbitrarily small diameter) of the

set K, see e.g. [14]. Therefore, in particular un takes the values p(n)i , i = 1,2, . . . , l(n).
Let (νn) be a sequence of the Young measures associated with the respective ele-

ments of (un) and let ν
u be a Young measure associated with u. The weak∗ conver-

gence of the sequence (νn) to ν
u follows from the calculations∣∣∣∫

K

β (k)νn(dk)−
∫
K

β (k)νu(dk)
∣∣∣= ∣∣∣∫

K

β (k)κn(dk)−
∫
K

β (k)κu(dk)
∣∣∣=

=
1
M

∣∣∣ l(n)

∑
i=1

mn
K(n)

i

∫
K(n)

i

β (k)δun(x)(dk)−
l(n)

∑
i=1

m
K(n)

i

∫
K(n)

i

β (k)δu(x)(dk)
∣∣∣≤

≤ 1
M

l(n)

∑
i=1

∣∣∣mn
K(n)

i
β
(

p(n)i

)
δu(x)(K

(n)
i )−m

K(n)
i

β (u(x))δu(x)(K
(n)
i )
∣∣∣=

=
1
M

l(n)

∑
i=1

∣∣∣mK(n)
i

β (u(x))δu(x)(K
(n)
i )−mn

K(n)
i

β
(

p(n)i

)
δu(x)(K

(n)
i )
∣∣∣≤

≤ sup
u(x)∈K

|β (u(x))| 1
M

l(n)

∑
i=1

∣∣∣mK(n)
i
−mn

K(n)
i

∣∣∣+
+

1
M

l(n)

∑
i=1

mn
K(n)

i

∣∣∣β (u(x))δu(x)(K
(n)
i )−β

(
p(n)i

)
δu(x)(K

(n)
i )
∣∣∣.

We have observed above that Young measures are regular, countably additive
probability measures on the set K. The set of all regular, countably additive
measures on K is denoted by rca(K). When equipped with the total variation norm,
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this set becomes a Banach space (see, for example, paragraph 1.4 of [8] and the ref-
erences there). We can thus consider weak convergence in rca(K) with this norm.
The set of Young measures on K is a subset of the unit sphere of this Banach space.
We will use the Dieudonné-Grothendieck criterion for weak convergence of mea-
sures. See Theorem 6.4.2 in [15].

Let u ∈U and let (un) be a sequence of functions from U converging uniformly
to u. Let A ∈B(K) be any fixed open set. Then for any fixed x ∈Ω we have

|νn(A)−ν
u(A)|=

∣∣∣∫
A

νn(dk)−
∫
A

ν
u(dk)

∣∣∣=
=

1
M

∣∣∣∫
A

µ(u−1
n (A))δun(x)(dk)−

∫
A

µ(u−1(A))δu(x)(dk)
∣∣∣=

=
1
M

∣∣µ(u−1
n (A))δun(x)(A)−µ(u−1(A))δu(x)(A)

∣∣.
Let u(x) ∈ A. Due to the uniform convergence of (un) to u, the expression

µ(u−1
n (A))δun(x)(A)−µ(u−1(A))δu(x)(A)

vanishes for all n greater than certain n0. The same takes place if u(x) is not
an element of the closure of A. If u(x) belongs to the boundary of A then
δu(x)(A) = 0. Moreover, for all n large enough there holds the inequality
µ(u−1

n (A)) ≤ µ(u−1(B(u(x),ε)), ε > 0. Thus µ(u−1
n (A))δun(x)(A) → 0 as n → ∞.

Since the above considerations are valid for all open sets in K, by the Dieudonné –
Grothendieck criterion the Young measure ν

u is the weak limit of the sequence (νn).

3. Conclusions

From the point of view of applied sciences, one of the most important issues
concerning Young measures is the existence of method(s) allowing for the calculation
of their explicit form or measures of specific sets. The Dirac embedding δ is used
in proving the fundamental fact of the existence of Young measures associated with
functions. However, its values at particular points (that is, at the functions from U )
can not be looked at as the Young measures, in their explicit form, associated with
these functions, as it has been shown in the simple examples. The embedding κ,
as it is shown in [1], ’hits’ the Young measure associated with particular function
u ∈ U directly. This, together with the Corollary 1, makes the existence theorem
more intuitive. Obviously, the values of κ also do not provide explicit forms of Young
measures, but allow for the calculation of the Young measures of particular sets,
which is not the case when considering δ . It also links the Young measure associated
with the function u with the domain of definition of this function. The convergence
results show that ν

u(A), u ∈U , A ∈B(K), can be approximated by νn(A), where νn

is a Young measure associated with an appropriate simple function. Since an explicit
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form of a Young measure associated with a simple function is well known, this makes
the solving of such problems much easier.
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