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Abstract. For an M?/M/1 queue with a threshold switching of service modes at the start of
the service of the next customer an algorithm for determining the stationary distribution of
the number of customers and stationary characteristics (average queue length, average
waiting time, variance of queue length) is proposed. In the case the minimum number of

incoming customers in the group is comparable to threshold value /. the stationary
characteristics are found in an explicit form. The results are verified by simulation models
constructed with the assistance of GPSS World.

Introduction. Model description

Models of queueing systems where a different intensity of service is used
depending on the queue length and where the customers arrive in groups, are
frequently wused for the study of telecommunication processes [1, 2]. In papers (3,
4] M?/G/1/m queucs with the swilching of service modes and threshold blocking
of input flow are investigated. Queueing systems with the switching of service
modes at the start of the service of the next customer were considered particularly
in works [3, 6]. More precisely, in [5] and [6] the stationary distribution ol the
number of customers for an M/G/l/m queue with dual-speed service and the
stationary characteristics of an M/G/1 queue with several switching thresholds are
considered, respectively.

In the present paper we study M?/M/1 and M?/M/1/m queueing systems with
dual-speed service and grouped arrival of customers.

Consider an M?/M/l queue without a limitation of queuc length. The
customers arrive to the system in groups and the time intervals between the
successive moments of the arrival of groups of customers are independent random
variables with the same exponential distribution with parameter A. In the n-th
group, there is a random number of customers &€,, which equals & with prabability

nt

P{8, =k} =« (k=1). Assume that the customer groups arc served in the order of
their arrival and within the groups the customers are served in random order.
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Theorem 1. {f b <o and p, <\, then stationary probabilities p; (i20) and

g, (iZh+1) exist and can be determined by recurrence relations
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Proof. We get relations (8) by summing successively i (i21) equations of system
(1), and cqualitics (10) follow directly from equations (3).

In order o obtain the (irst equality in (9), we add cquation (2) and then the first
equation in (3) to the sum of all the equations in (1) (i.e.. to the last equality in (8)).
To obtain the second equality in (9), we add the first equality in (9) and equation (4)
Lo the second cquation in (3). Summing the third cquation in (3), the second equality
in (9) and the {irst cquation in (5), we obtain the third cquality in (9) and so on.
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To find p,, we sumover ¢ (7 21) both sides of the relations

i—1 _
AP ZAZP-RA:'—I—A- =L wp+pq,= AZI’ A +4 Z‘h e 2R+

&=0 -0 Lk=hil

and. using normalization condition (6), we get
ZZ‘U&;@._A_ + Z Z g, :(Zp,. + Zq, )ZA —ZA Z Z @, —Z}a =h
i=(0k=1 i=h+1k=h+] =l F=h+l k=t k=0 k=) j=k+1

Then

=S+ 0= (1= py - Zq,)+ﬂ~zq,

-1 =l it - i—fil

=4, (1= p)+ (4, _ﬂu)zfli
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Summing over i (i =h+1), both sides of relations (9) and using cqualitics (8)
we deduce that

Zq, a,Z(ZpkAI ¢ T qu A =a.(h — ZZ;),\/&,_,\)—

i=htl i=h+l k=0 k=h- =0k =0 (13)
=ho, — Zl’ — Zl’/. -
" i=l k=0

Substituting relation (13) into (12) and using notations (7), we obtain solution
#o to equation (12) of form (11). Formula (11) gives positive values of py,
provided only that g > Ab, ic., p,<l. The proof of the thcorem is now
complete.

Recurrence relations (8)-(11) serve Lo determine IN’,- (iz), 2;1,. (izh+1). B,.
Q. L. L',: " and thus, stationary probabilities p, (i>0) and ¢, (i=h+1) for
every fixed value £

Consider the generating functions

P(:)=dpds Qo= Dq7s  P@=PO+0E:  AMD=duar.
i=0 i=h+1 =l

Theorem 2, Generuting function ;’(”) cunt be represented as

~ 1 X

P(z)= (i (1= 2) = Az(1 = A(Z) — g4 X

(# + A= AN - (1= 2) = Az(1 = A(2))
Ml
xtﬂ]Zm o Py + G 2 )+ + A= AN D 9 + 502" 7)
i=l i=lh {14)
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Proof. Multiplying the i-th equation of system (1)-(3) by ' (i20) and summing
them, we get

ol
~(A+ )P+ AP A + 1 py +,ulZp,.z'_1 + iy, 3 =0

i=]
Hence,
h=]

(‘ulzpif'inl +»u2‘1m15b + M Po) (15)

i=1

1
P(i)= —
14+ A= AZ))
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Now we multiply the {-th equation of system (4)-(5) by ° and sum over
[ (izh+1). Wc obtain

fiel
(t:(1= )= ADQU) + 1 (P(2) = ¥ p,2) =ty 2" + A2Q) A2y = 0
i=0
From this equation using equality (15), we first find Q(z) and then we find
7’(:) of form (14). This completes the proof.
By differentiating generating function 7’(:) at point =1 (an appropriate
number of times) it is possible 1o calculate thc moments ol the number of

customers in the system. In particular, denoting by £ the stationary average
number of customers in the system, we [ind that

o

Z=iip,+ > g, = P(1); P"(l)=ii(i—l)p,+ ii(i—l)q, (16)
i-1 =2

i=h-1 i=terl

Denote by N(F)z) and D(F)(z) the numerator and denominator in the
expression for some function F(z), respectively. Let us simplify the process of

finding the derivatives of function £(z).

Lemma 1. For function f’(”) defined by (14). the following equadities hold:

Sy 2 NP _ DPYLN"(PY(1) = D"(Px1)

P'(l)_ 2 g 7. T (L7
D"(P'X1) D"(P)(1)
- Yy po . - - -
P(l)= w; NP = 2D (PYLY2D (P N (PY]) -
DUPTL) (18)

4

—D"(PY 1)) — P(LD"(P)(1))



122 B. Kupytho. K Zhernovyi

Proof, Since A(l) = Za,- =1, it is clear that for function }’(:) defined by (14), the
=l
cqualitics hold
NP1y = DPY 1)y = NP 1) = D(P Y1) = N(P")1)= D(PY1)=0

- (19)
DYPHD) =0

Using cquality P(1)=1 as well as L'Hopital's rule and the representation of

function P(z), we get

NP = DPY1) 20 D'(P)1) = D' (P)(1)= D"(P")1) =0; 0)
DR £ 0

From (19} and (20), the {irst parts of lormulas (17) and (18) follow respectively.
Since

N(PY)z) = N(P)2)- DIP)z)— N(P)2)- D'(PX2):
NP2 = N"(P)(z)- D(PY(2) = N(P)(z)- D"(P)(2);
N™(P)(z)= N"(P)(z)- D(P)(2)+ N"(P)(z)- D'(P)(z)—
~N'(P)z)- D"(P)(z)~ N(P)z)- D"(P)z)
in view of (19) and the first formula in (20), the following equality
N"(PX1) = D(PYIXN"(P)1)- D"(P)(1)
holds. By differentiating both sides of the equality
N(P'(2) = N'(PXz) D(PXz) - N(P)(2)- D'(P)(z)
we obtain the formula
NP Yz) = NP Y) - DIPY) + 3N P Y2) - DI(P N z) +
+2N”(P)z)- D (PY2) - N(PYz)- DY (P)(z) -
—3IN(PY(z)- DMNP YNz = 2N"(PYz) - D7(PY)(z)
which in view of relations (19) and the equality
NPy =P(L)-D(P)(1)
which follows {rom the first formula in (17), at point 2 =1. it can be reduced to

777

NP L= 20" (PYLXN (P = P'(L)- D™ (PY(1) 1)
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By using the lormula
N”(P)z)=N""(P)z) D(P)z)+2N""(P)z)- D'(P)(z)—2N(P)z)- D"(P)z) -
—N(P)z) - DR
and the [irst relations in (19) and (20), we get
NP1 = 2D (PYN"(PY1) - D7(PX 1)

e

Substituting the expression for N (;I:")(l) into (21), we establish a second formula

in (18) and the lemma is proved.

Lemma 2. The first und the second derivatives of function P(2) at point =1 are
determined as follows:

- 1 -l
P(ly=——Q2u (11, — it i—1yp, +
(1) 2!11(/13—/?171)( s — .);(r I, 25)
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3p0(p, — Aby) At 1§ :
3t gty — )V =Dygy =340 (0, =By py + Apg (b, — b))+ (23)

3AUs by — b ) — 612 Byby +3AP ) 14, (b + by )+ 20, ( 1ty — b))

Proof. To calculate derivatives P'(1) and P"(l), we use formulas (17) and (18),
and take into consideration the equalities

A= Yia =h; A" ()= i1, = b,

2

i=l i=2
A1) = Y i~ 1) 2)a, = b, —3b, + 2

i-3

The lemma is proved.

Theorem 3. If b, <oo (i=1.2) and p, <l. then the stutionwry average number of
custoners i an MG/MI/I quetie is finite and it is determined as follows:

1
240 (g — Aby)
iy (4 = tdhg, — Abty )

L= (At (B + b))+ 2Bty = AB) +2po gttty — g XLy = B+ hp, )+

(24)
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and the stationary average queue length as well as the stationary average wailing
time are determined by

(5 — 44 )(,Ulﬂ, + /?'Qh )+ /l’lulbl . Mw= (25)

MQ=L-1+p,=L- :
Hoy s — i F, + AQy) Ab,

Proof. From the first formula in (16) and equality (22) using notations (7), we
obtain (24). The first formula in (25) follows from the obvious equalities

o

MQ-= Zti—l)pi + Z(E—l)qi = Zipi + Ziq,. —Zpi — Zqi =L—-(1-p,)
i=2 i=h-1 i=l i=h+] i=l i=h-1

and the sccond one is the consequence of Little's formula lor systems with grouped

arrivals of customers. This completes the proof.

Theorem 4. If h <eco (i=1,2,3) und p, <|. then the variance of the stationary

averuge quene length in the M7IM/L queue is finite and it can be determined as

Jotlows:
) 1
DO =P(1)=-MQ—(MQ)" = —————(Ain(b, ~b)+
a2y T
4328, (by —b )= 6A2bb, +3AL( 1, (b, +b, )+ 2b, (41, — b))+ 26)

3P0t (fhs — X = 3L, + 2P, + h(h=1)p, )+
iy (s = =10, — Aty (b, =)~ M Q—(M QY

Proof, In vicw of the sccond {ormula in (16), we obtain

M@ =2(i—1)-’p,+_$l(s—l)’q, =

=P(1)=D(i-1)p,— D (i—)g, = P()-MQ
i=2 =l
Using cxpression (23) for 7’“(1) and notations (7), we arrive at formula (26) lor
DO. This completes the proof.
Now we investigate the limit performance capabilities of an M(’N,/ I queue as
the intensity ol service of post threshold mode g4, increases infinitely. The next
theorem follows directly from equalities (11). (24) and (25).
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Theorem 5. Let the conditions of Theorent 3 hold. Then

: H

()= ——————

;:13121,1)“ ) 4 (L+ B+ A0,
5 -

lim L(‘u:) = L Zbl + ,U[(,u[(Ly, - Rv, +hph_]) +)(J2]1qh+]) J
o b Jul (1 + ﬂl) + /1Qh
lim M Q) = | ap, + 2L =B+ by ) ¥ 16ha,, ) W_ WP+ 29,
. H M1+ B+ AQ, ) m(+ B+ A0,

If the minimum number of incoming customers in the group is comparable to
threshold value /i, then the stationary characteristics of the M”/Ml/l queue can be
found in an explicit form.

Theorem 6. If b <eco (i=1,23). p, <1 and the following conditions hold:

a, =0 (k=Lh-2) a =0 (k2h-1) 27
then
o = &\ — Aby)
U+ — )P, + MA, + B — e, ) (28)

p=ogpyll+a) ™ (i=1Lh-1)

and the stationury characteristics of the MQ/MI/ 1 queue are finite and they are
determined by formudas (24)-(26), where

P=(+a) -l-aa,; L,= Las+ (ah-1)1+a) — o ha, )
al
Lr=1L + L,(( L+ a)hth =D+ o)™ =200 = 1D(1+ )" + (29)
pe

1
+hih+ 1)1+ a,)™ —=2)—ahih—)a,_,)

) . A . )
O, =5 +4 —oq._; Pp=———lay, + o, o ll+o)a, )
A+, (30)

Gy = (A + A, + a1+ DA, + 1+ ) —(l+ ) —aa,, + P, )
Proof. If conditions (27) are satisfied, then trom relations (7) it follows that
&

A=l (k=Lh-2)y A =1-Ya  (kzh-1 (31

i-h=1
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In view ot (31), by using tormula (8) we obtain

po=0 ) p=a(l+e) p,  (i=0.h-2):

k=0
fi-1
Py =o(pyy + Zl’k) =q {1+« ) - @, )Py
-1

This leads to the expression for £, in (29). The expressions in (29) for £, and

2 . .
Ly are obtained using the formulas

3

h . Ji-l 0 it 32
ka‘ = wlehy Q+lh )§ Zk(k =t ~(h(h—1Dx"" -
k=l (x=1)° i (x—1y

=20 = Dx" + h(h+ 1Hx" 1 =2)

Formulas (30) follow from (9) and (10) with the use of equalities (31) and
expressions (28) for p, (i=L/1—=1). Substituting expression (30) lor , into
formula (11), we obtain cquality (28) lor p,. The proof of the theorem is now
complele.

3. Examples of calculating stationary characteristics

We calculate the stationary characteristics of an M"’/lel queue in the case
that customers can arrive only one or two at a time, ie., ¢ +a,=1. Let A=2,
= =4 =075 a, =025 (data 1). Then ¢ =2; o =0.5 b =1.25:
by =175 b, =275 p =25 p,=0625 A =025 A =0 (i22).

Table 1
Statiomary characteristics ol Mvin qucue (Tor data 1)
h | 2 3 4 3
MQ 4,032 4.855 5.768 6.725 7.704
MQ (GPSS) 4.039 4.850 5779 6.705 7.700
o(Q) 4.006 4.097 4.153 4187 4.207
a(Q) (GPSS) 3.986 4.070 4.147 4.156 4210
M 1.613 1.942 2.307 2.690 3.082
My (GPSS) 1.615 1.939 2.309 2.682 2.082
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Denote by o(Q) a standard deviation of the stationary queue length, i.e.,
o= \,"FQ. Table 1 contains the values of the stationary characteristics ol an
M?/M,/1 qucue that are calculated for different threshold values 4. In this table,
for comparison, the values of these stationary characteristics obtained by the
gencral purpose simulation system (GPSS World) [7, 8] are also written lor the
value of simulating time 7 =5-10°,

Tuble 2

Stationary characteristics of MM/ queue (for data 2-5)

Data number 2 3 4 5
M@ 10.906 14,503 27.024 53733

M() (GPSS) 10.907 14.665 27315 53.881
M 1818 2.231 3753 7.070

M (GPSS) 1.821 2.253 2,800 7.095

Assume that for an M”‘/M,/ I queue. conditions (27) hold. Let A=2, x4, =2,
M =8, h=4 a =0 (k=12). Consider such cascs as: ¢, =1, a, =0 (k=4)
(data 2); a; =0.75 @, =0.25 @, =0 (k=5) (data3): ay =0.6: a, =¢; =0.2:
a, =0 (kz6) (data 4); a; =05 a, =03 a;=a, =01 a, =0 (k27) (data
5). The comparison ol the stationary characteristics, calculated for data 2-5 with
ones obtained with the assistance of GPSS World for the value of simulating time
t=2-10" is exhibited in Table 2.

Let conditions (27) hold. and the range of the number ol incoming customers in
the group is a countable sct described by the geometrical distribution: @, | = p;
tpp = pg*™ (k=0), where 0< p<1, g=1- p. Then stationary characteristics L
and MQ can be found by using cxplicit formulas (24). (25), (29). (30), where

Ao =g, A =1=plg+]), A =1- p(q2 +g+1)

b = p'(h(q+l)—l)+hp+l; b, = PCh—1) +1g)+ 1 + 2hp +)q+l
P P
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